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Abstract. Compositional verification techniques aim to decompose the verifica-
tion of a large system into the more manageable verification of its components.
In recent years, compositional techniques have gained significant successes fol-
lowing a breakthrough in the ability to automate assume-guarantee reasoning.
However, automation is still restricted to simple acyclic assume-guarantee rules.

In this work, we focus on automating circular assume-guarantee reasoning
in which the verification of individual components mutually depends on each
other. We use a sound and complete circular assume-guarantee rule and we de-
scribe how to automatically build the assumptions needed for using the rule. Our
algorithm accumulates joint constraints on the assumptions based on (spurious)
counterexamples obtained from checking the premises of the rule, and uses a SAT
solver to synthesize minimal assumptions that satisfy these constraints.

We implemented our approach and compared it with an established learning-
based method that uses an acyclic rule. In all cases, the assumptions generated
for the circular rule were significantly smaller, leading to smaller verification
problems. Further, on larger examples, we obtained a significant speedup as well.

1 Introduction

Compositional verification techniques aim to break up the global verification of a pro-
gram into local, more manageable, verification of its individual components. The envi-
ronment for each component, consisting of the other program’s components, is replaced
by a “small” assumption, making each verification task easier. This style of reasoning
is often referred to as Assume-Guarantee (AG) reasoning [17,20].

Progress has been made on automating compositional reasoning using learning and
abstraction-refinement techniques for iterative building of the necessary assumptions
[7,19,3,4,2,5,6]. This work has been done mostly in the context of applying a simple
compositional assume-guarantee rule, where assumptions and properties are related in
an acyclic manner. For example, in a two component program, suppose component M
guarantees property P under assumption A on its environment. Further suppose that
M5 unconditionally guarantees A. Then it follows that the composition M7 ||M; also
satisfies P (denoted here as rule NonCIRC-AG).

However, there is another important category of rules that involve circular reason-
ing. These rules use inductive arguments, over time, formulas to be checked, or both,
e.g.[17,14,15,1], which makes automation challenging. Circular assume-guarantee rules
have been successfully used in scaling model checking, and have often been found to

(© Springer International Publishing Switzerland 2015
N. Bjgrner and F. de Boer (Eds.): FM 2015, LNCS 9109, pp. 23-39, 2015.
DOI: 10.1007/978-3-319-19249-9 3



24 K. Abd Elkader et al.

be more effective than non-circular rules [14,15,16,21,12,11]. Further, they could natu-
rally exploit the inherent circular dependency exhibited by the verified systems, but their
applicability has been hindered by the manual effort involved in defining assumptions.

In this work we propose a novel circular compositional verification technique that
is fully automated. The technique uses the following assume-guarantee circular rule
CIRC-AG, for proving that M;||M> = P, based on assumptions g; and g2. Compo-
nents, properties and assumptions are Labeled Transition Systems (LTSs).

(Premise 1) My = ga2> g1

(Premise 2) My = g1 > g2

(Premise 3) g1/|g2 = P
Mi||My = P

Similar rules have been studied before [15,18,9]. The rule is both sound and complete.
Premises 1 and 2 of the rule use inductive arguments to ensure soundness and have the
form M |= A P, which means that for every trace o of size k, if o is in the language of
M, and its prefix of size k— 1 is in the language of A then ¢ is also in the language of P.
Intuitively, premises 1 and 2 prove, in a compositional and inductive manner, that every
trace in the language of M;||M> is also included in the language of ¢1||g2. Premise 3
ensures that every trace in the language of g1||g2 is also included in the language of P,
thus the consequence of the rule is obtained. Completeness of the rule stems from the
fact that M7 and M> (restricted to appropriate alphabets) can be used for g; and g in a
successful application of the rule.

Coming up manually with assumptions g; and g that are small and also satisfy the
premises of the rule is difficult. We propose an algorithm, Automated Circular Reason-
ing (ACR), for the automated generation of the assumptions. In ACR the assumptions
are initially approximate and are iteratively refined based on counterexamples obtained
from checking the rule premises and found to be spurious (i.e. do not indicate real
errors). Refinement is performed using a SAT solver over a set of constraints that de-
termine how the assumptions should be refined in order to avoid producing the same
counterexample in subsequent iterations. The algorithm is guaranteed to terminate, re-
turning either minimal assumptions that satisfy the rule premises (meaning that the
property holds) or a real counterexample (indicating a property violation).

Our search for minimal assumptions using SAT is inspired by [10]. However, in [10]
a single (separating) assumption is generated, with the goal of automating non-circular
reasoning. ACR, on the other hand, searches for two mutually dependent assumptions
to be used with circular reasoning. Finding such assumptions poses unusual challenges
since they need to be generated in a tightly related manner. We achieve this by con-
straining the assumption refinement with boolean combinations of requirements that
certain traces must or must not be included in the language of the updated assumptions.
For example, we may require “trace o; must not be in g; or trace o must be in gs”.
The SAT encoding of this constraint makes sure that at least one of its disjuncts will be
satisfied. Solving the constraints for increasing number of states in |g1|+ |g2|, yields the
minimal candidate assumptions to be used in the next iteration of ACR. We establish
the correctness of our ACR algorithm (proofs are omitted due to space constraints).

To the best of our knowledge, our work is the first to fully automate circular assume-
guarantee reasoning. We implemented our algorithm and compared it with an established
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learning-based method that uses the acyclic rule NonCIRC-AG [7]. Our experiments
indicate that the assumptions generated using the circular rule can be much smaller,
leading to smaller verification problems, both in the number of explored states and the
analysis time.

2 Preliminaries

Let Act be the universal set of observable actions and let 7 denote a local action, unob-
servable to a component’s environment.

Definition 1. A Labeled Transition System (LTS) M is a quadruple (Q,aM,d, qo)
where Q) is a finite set of states, aM C Act is a finite set of observable actions called
the alphabet of M, § C Q x (aM U T) X Q is a transition relation, and qo € Q is the
initial state.

M is nondeterministic if it contains a 7 transition or if there exist (¢, a, ¢'), (¢, a,q") €
d such that ¢ # ¢". Otherwise, M is deterministic (denoted as DLTS). We write
4(g,a) =L if there is no ¢’ such that (¢, a,q’) € 6. For a DLTS, we write 6(gq,a) = ¢’
to denote that (¢, a,q’) € 4.

Note. A non-deterministic LTS can be converted to a deterministic LTS that accepts the
same language. However the deterministic LTS might have exponentially many more
states than the non-deterministic LTS.

Paths and Traces. A trace o is a sequence of observable actions. We use o; to denote
the prefix of o of length i. A path in an LTS M = (Q,aM, 0, qp) is a sequence p =
qo,a0,q1,01 - - - ,an—1, gy of alternating states and observable or unobservable actions
of M, such that for every k € {0,...,n — 1} we have (qx, ak, qx+1) € 9. The trace of
p is the sequence bgb; - - - b; of actions along p, obtained by removing from ag - - - ap,—1
all occurrences of 7. The set of all traces of paths in M is called the language of M,
denoted L(M). A trace o is accepted by M if o € L(M). Note that L(M) is prefix-
closed and that the empty trace, denoted by e, is accepted by any LTS.

Projections. For ) C Act, we use ol x to denote the trace obtained by removing
from o all occurrences of actions a ¢ X'. My is defined to be the LTS over alphabet
2’ obtained by renaming to 7 all the transitions labeled with actions that are not in 2.
Note that L(M|x) = {ols | o0 € L(M)}.

Parallel Composition. Given two LTSs M; and Ms over alphabet My and oMo,
respectively, their interface alphabet ol consists of their common alphabet. That is,
al = aM; N aMy. The parallel composition operator || is a commutative and associa-
tive operator that combines the behavior of two components by synchronizing on the
actions in their interface and interleaving the remaining actions.

Let M7 = (Q1,aMi,01,q0,) and Ma = (Q2,aMs, 02, qo,) be two LTSs. Then
My||My is an LTS M = (Q,aM,d,qo), where Q@ = Q1 X Q2, g0 = (4o, 90,)s
aM = aM; U aMs, and ¢ is defined as follows where a € aM U {7}:
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- if (q1,a,q}) € 41 for a & aMy, then ((¢1,42), a, (¢}, q2)) € 0 for every ¢z € Qa,
- if (g2, a,qb) € s for a € aMy, then ((q1,42), a, (q1,¢5)) € 0 for every 1 € Q1,
- if (q1,a,4}) € 61 and (g2, a,¢3) € d2 fora # 7, then ((q1, ¢2), a, (41, ¢3)) € 0.

Lemma 1. [7] For every t € (aM; U aMs)*, t € L(M;||Ms) if and only if t}on, €
L(Ml) and t\l,a]yb € L(MQ)

Example 1. Consider the example in Figure 1. This is a variation of the example of [7]
modified to illustrate circular dependencies. LTSs In and Out have interface alphabet
{send, ack}. Their composition In||Out is an LTS where the transition from state 0 to
1 in component I'n (Iabeled with ack) never takes place, since there is no corresponding
matching transition in component Out. Similarly the transition from state 2 to 3 in
component Out (labeled with send) never takes place. As a result, In||Out simply
repeats the trace (in, send, out, ack).

Properties and Satisfiability. A safety property is defined as an LTS P, whose lan-
guage L(P) defines the set of acceptable behaviors over the alphabet aP of P. An LTS
M over aM D «P satisfies P, denoted M = P, if Vo € L(M).cloap € L(P). To
check a safety property P, its LTS is transformed into a deterministic LTS, which is
also completed by adding an error state 7w and adding transitions from every state ¢ in
the deterministic LTS into 7 for all the missing outgoing actions of g; the resulting LTS
is called an error LTS, denoted by P.... Checking that M = P is done by checking
that 7 is not reachable in M || Py,

A trace 0 € aM™* is a counterexample for M = P if o € L(M) but olop & L(P).

The Order LTS from Figure 1 depicts a safety property satisfied by In||Out. Note
that neither In, nor Out, satisfy this property individually. For example, the trace
(in, send, ack, ack) of In is a counterexample for In = Order.

ack

S send
0 send 1 out 5 send 3

ack

Out Order

Fig. 1. LTSs describing the In and Out components and the Order property

3 Circular Assume-Guarantee Reasoning

In this section we formally establish the soundness and completeness of the circular
rule CIRC-AG introduced in Section 1 (proofs are omitted due to space constraints).
We start by defining inductive properties. CIRC-AG uses formulas of the form M |=
A P, where M is a component, P is a property, and A is an assumption about M’s
environment. To ensure soundness of the circular rule the assume-guarantee formula is
defined using induction over finite traces.
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Definition 2. Let M, A and P be LTSs over aM,aA and aP respectively, such that
aP C aM. We say that M |= A P holds if Vk > 1 Vo € (aM U aA)* of length k
such that olop € L(M), if 0k,—1daa € L(A) then olop € L(P).

Intuitively, the formula states that if a trace in M satisfies the assumption A up to
step k — 1, it should guarantee P up to step k. As an example consider the LTSs
In from Figure 1 and g; and g from Figure 2. Then In = g2 > g1. On the other
hand, In [~ g1 > g since the trace o = (in, send, ack, ack) € L(In) is such that
Ok—1dag = (send,ack) € L(g1), but 0lag, = (send, ack, ack) ¢ L(gs). o is there-
fore a counterexample for In = g1 > go.

Definition 3. A trace o € (aMUaA)* of length k is a counterexample for M = A>P
ifolanm € L(M) and o.—1laa € L(A) but 0lop ¢ L(P).

Soundness and Completeness of Rule CIRC-AG. To establish the soundness of rule
CIRC-AG we have the following requirements. M7, My and P are LTSs where aP C
aM; U aMs. Moreover, g1, go are LTSs, used as assumptions in the rule, such that
aM; NaP C agy and aMs NaP C ags.

The following lemmas include several observations that are useful both in the sound-
ness and completeness proofs and in the algorithm for automatic generation of assump-
tions g7 and gs, needed for the rule.

Lemma 2. Let g1 and g2 be LTS assumptions successfully used in CIRC-AG, such that
aM; NaP C ag;. Then 1) M1||M2 = g1||g2- 2) Mi||g2 = P and Ma||g1 = P.

Lemma 3. Let My, Mo, P be LTSs over aMy, aMs, aP respectively. Let g1 2 ol U
(aMy N aP) and ags 2 ol U (aMy N aP). Then M||M2 = P if and only if
Ml\L@QlHMQ*LOtg'z ': P.

Theorem 1. The Rule CIRC-AG is sound and complete.

Soundness states that if there exist LTS assumptions g; and g» that satisfy all premises
of CIRC-AG, then M;||Mz = P. This result follows from Lemma 2, Item (1). Com-
pleteness states that if M;||M2 = P holds we can always find g7 and g such that
the premises of the rule hold. Indeed completeness is established by showing that if
M, ||M = P, then g1 = Milag, and go = Mslag, where agr = aM;N(aMoUaP)
and agy = aM> N (aMy U aP), satisfy the premises of the rule.

Example 2. Consider our running example (Figure 1), and consider the assumptions
g1 and go depicted in Figure 2, over alphabet agy = aln N (aOut U aOrder) and
ags = aOut N (aln U aOrder). In both cases ag; = {send, ack}. As stated above,
In | g2 > g1. Similarly, Out |= g1 > g2. Moreover, g1]|g2 = Order. It follows that
In||Out = Order can be verified using CIRC-AG with g; and g2 as assumptions.

4 Automatic Reasoning with CIRC-AG

We describe an iterative algorithm to automate the application of rule CIRC-AG by
automating the assumption generation.
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ack {ack,send}
2 send M
D) (=)
g1 g2 A

Fig. 2. LTSs describing the assumptions g1 and g generated by ACR, and the assumption A
generated with L*. ag1 = ags = oA = {send, ack}

Checking Inductive Properties. We first introduce a simple algorithm that checks if
an inductive property of the form M = A P, where aP C aM, holds and if it does
not, it returns a counterexample. To do so, we consider the LTS M||A||P,,. We label
its states by (parameterized) propositions err,, where a € aP. (spr, S4, sp) is labeled
by err, if sp; has an outgoing transition in M labeled by a, but the corresponding
transition (labelled by a) leads to 7 in P,,... We then check if a state ¢ labeled by err,
is reachable in M || A|| P.... If so, then the algorithm returns the trace of a path from g
to g extended with action a as a counterexample. Intuitively, such a path to g represents
a trace in M that satisfies A (because it is a trace in M||A) such that if we extend it by
a we get a trace in M violating P.

Overview of the Main Algorithm. We propose an iterative algorithm to automate
the application of the rule CIRC-AG by automating the assumption generation. Pre-
vious work used approximate iterative techniques based on automata learning or ab-
straction refinement to automate the assumption generation in the context of acyclic
rules [7,19,3,4,2,5,6]. A different approach [10] used a SAT solver over a set of con-
straints encoding how the assumptions should be updated to find minimal assumptions;
the method was shown to work well in practice, in the context of the same acyclic
rule. We follow the latter approach here and we adapt it to reasoning for cyclic rules
and checking inductive assume-guarantee properties. As mentioned, this is challenging
due to the mutual dependencies between the two assumptions that we need to generate.
We achieve this by constraining the assumptions with boolean combinations of require-
ments that certain traces must or must not be included in the language of the updated
assumptions.

Algorithm 1 describes our Automated Circular Reasoning (ACR) algorithm for
checking M;|| M2 |= P using the rule CIRC-AG.

We fix the alphabet of the assumptions ¢; and gz to be gy = My N (aMz U aP)
and aga = aM> N (aM; U aP). By the completeness proof of the rule, this suffices.

ACR maintains a set C' of membership constraints on g; and go. At each iteration
it calls GENASSMP (described in Section 6) to synthesize, using a SAT solver, new
minimal assumptions g; and gs that satisfy all the constraints in C. GENASSMP also
receives as input a parameter £ which provides a lower bound on the total number of
states in the assumptions we look for. This avoids searching for smaller assumptions
that cannot satisfy C'. The algorithm then invokes APPLYAG (described in Section 5) to
check the three premises of rule CIRC-AG using the obtained assumptions g; and gs.
APPLYAG may return a conclusive result: either “M;||Ms = P” or “M;|| M2 £ P”,
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Algorithm 1. Main algorithm for automating rule CIRC-AG for checking M ||Ms |

: procedure ACR(M:, M, P)
Initialize: C =0, k =2
repeat
(91, 92) =GENAssMP(C, k)
(C', Result) =APPLYAG (M1, M>, P, g1, g2)
C=CUC k=l|g|+]|g|
until (Result # “continue”)
return Result
end procedure

CENUE Wy =T

in which case ACR terminates. If no conclusive result is obtained, it means that g; and
g2 do not satisfy the premises of the rule. Further, the counterexamples demonstrating
the falsification of the premises are not suitable for concluding M; || M [~ P, i.e. they
are spurious. In this case APPLYAG returns “continue” together with new membership
constraints that determine how the assumptions should be refined. The new constraints
are added to C'. Note that since the set C' of constraints is monotonically increasing, any
new pair (g7, g5) that satisfies it also satisfies previous sets of constraints. The previous
set was satisfied by assumptions whose total size is |g1| + |g2| but not smaller. Thus,
we should start our search for new (g1, g5) from k = |g1| + |g2| number of states. & is
updated accordingly (line 6).

Example 3. The assumptions g; and g2 from Figure 2 used to verify In||Out = Order
with CIRC-AG were obtained by ACR in the 7th iteration. The LTS A from Figure 2
describes the assumption obtained with the algorithm of [7], which is based on acyclic
rule NonCIRC-AG and uses L* for assumption generation. Notice that both g; and go
are smaller than A (and our experiments show that they can be much smaller in prac-
tice). The reason is that, after a successful application of CIRC-AG, ¢1||g2 overapprox-
imates M;||M>. This means that each g; overapproximates the part of M; restricted to
the composition with the other component. For example g; does not include the traces
leading to state 1 from In since they do not participate in the composition. Similarly go
does not include the traces leading to state 3 in Out. In contrast, for the acyclic rule, the
assumption A has to overapproximate Mo (Out) as a whole. Therefore, CIRC-AG can
result in substantially smaller assumptions, as also demonstrated by our experiments.

Membership Constraints. Membership constraints are used by our algorithm to gather
information about traces that need to be in L(g;) or must not be in L(g;), fori = 1,2.
Thus they allow us to encode dependencies between the languages of the two assump-
tions L(g1) and L(gz). The constraints are defined by formulas with a special syntax
and semantics, as defined below.

Definition 4. Membership constraints formulas over (g1, age) are defined inductively
as follows: For every o1 € agi and oy € agj the formulas +(o1,1), —(01,1),
+(02,2), —(02,2) are atomic membership constraints formulas. Further, if ¢c; and co
are membership constraints formulas, then so are (c1 A c2) and (¢1 V ¢2).
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Given a membership constraints formula ¢, Strings(c, ) is the set of prefixes of all
o € ag;* such that +(o,7) or — (o, %) is an atomic formula in c.

Definition 5. Let ¢ be a membership constraints formula over (ag1, ags), and let Ay
and As be two LTSs. The satisfaction of c by (A1, Aa) is defined inductively. (A1, As) =
cifand only if €Ay = agy and aAs = ags, and:

— if cis an atomic formula of the form +(o, i) then o € L(A4;).
— if ¢ is an atomic formula of the form —(o,1) then o & L(A;).
— if cis of the form (c1 N c2) then (A1, A2) = ¢1 and (A1, A2) E ca.
— if cis of the form (c1 V c2) then (A1, A2) = ¢1 or (A1, A2) [ ca.

For a set C of membership constraints formulas over (agi, ags), we say that Ay and
Ay satisfy C if and only if for every ¢ € C, (A1, A2) E ¢

For example, a membership constraint of the form + (o1, 1) V — (02, 2) requires that
o1 € L(g1) or o3 & L(g2) (or both).

S APPLYAG Algorithm

Given assumptions g1,92, APPLYAG (see Algorithm 2) applies assume-guarantee rea-
soning by checking the three premises of rule CIRC-AG using ¢g; and g». In the algo-
rithm we check premises 1, 2, 3 in this order but in fact the order of the checks does not
matter and the checks can be done in parallel. If all three premises are satisfied, then,
since the rule is sound, it follows that M;||Mz |= P holds (and this is returned to the
user). Otherwise, at least one of the premises does not hold. Hence a counterexample o
for (at least) one of the premises is found. APPLYAG then checks if the counterexam-
ple indicates a real violation for M ||Ms = P, as described below. If this is the case,
then APPLYAG returns M ||Ms = P. Otherwise APPLYAG uses the counterexample
to compute a set of new membership constraints C' and returns “continue” (note that in
the first two cases an empty constraint set is returned).

Notation. For readability, in APPLYAG (and UPDATECONSTRAINTS) we use o €
L(A)and o] ¢ L(A) asashorthandforolaa € L(A) and 0)o4 & L(A), respectively.

Checking Validity of a Counterexample. Given a counterexample o for one of the
premises of the CIRC-AG rule, APPLYAG checks if o can be extended into a trace in
L(M,||Mz) which does not satisfy P. This check is performed either by APPLYAG
directly (if premise 3 fails: in lines 9-16 of APPLYAG) or by algorithm UPDATECON-
STRAINTS (if one of the first two premises fails). In essence, a counterexample o is real
if 0lag € L(Milag, ), 0lag, € L(Ma2lag,) and olop ¢ L(P). This is also stated by
the following lemma, which follows from Lemma 1 and Lemma 3.

Lemma 4. Ifa\l/a!h € L(Ml\lfa!h)’ O—\LOégz € L(M2\L0492) and O—\LozP ¢ L(P)r then
M || My (£ P. Moreover, o can be extended into a counterexample for M || Mz = P.
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For example, in line 9 of Algorithm 2, o € (ag1 U ag2)* is a counterexample for
premise 3, hence olop & L(P). It therefore suffices to check if 0)qg, € L(Milag,)
and 0} g, € L(M2lag,) in order to conclude that a real counterexample exists (line 11).
Similarly, in Algorithm 3, oca € (aM; U ag;)* is a counterexample for premise ¢ for
i € {1,2}, hence oalan, € L(M;), and since ag; C oM, also oalag, € L(Milag,)-
In line 3, the algorithm then checks if, in addition, 0alag, € L(Mjlag,) and calap &
L(P). If these conditions hold then by Lemma 4 the counterexample is real (line 5).

Computation of New Membership Constraints based on Counterexamples. When
the counterexample found for one of the premises does not produce a real counterex-
ample for M;||My = P, then APPLYAG (or UPDATECONSTRAINTS) analyzes the
counterexample and computes new membership constraints to refine the assumptions.
In essence, these constraints encode whether the counterexample trace (or a restriction
of it) should be added to or removed from the languages of the two assumptions such
that future checks will not produce the same counterexample again.

If premise 3 does not hold, i.e. g1||g2 [~ P and the reported counterexample o is
found not to be real then it should be removed from L(g;1) or from L(g2) (in this way
the trace will no longer be present in the composition g1 ||g2 for the assumptions com-
puted in subsequent iterations). Therefore in line 14, APPLYAG adds the corresponding
constraint (—(0lag,, 1) V —(0lags;2)) to C.

If either premise 1 or 2 does not hold, i.e. M; B~ g, g;, then the analysis of the coun-
terexample o;a; (for i=1 or 2) and the addition of constraints (if needed) are performed
by UPDATECONSTRAINTS (see Algorithm 3). Specifically, in this case o;a; should be
added to L(g;) or its prefix o; should be removed from L(g;) (where j # ¢). In both
cases, this ensures that checking M, (= g; > g; in subsequent iterations will no longer
produce the same counterexample (see Definition 2).

We add this constraint in line 11 of Algorithm 3, where C' is updated with
(—(0lag;»3)V+(oalag,,i). Although this simple refinement would work for all cases,
note that Algorithm 3, uses a more involved refinement. The reason is that we exploit
the properties stated in Lemma 2, Items (1) and (2), to detect more elaborate constraints;
using the lemma and analyzing both ¢ and oa allows us to accelerate the refinement
process.

For example, in line 18, the subconstraint +(calag,,%) is conjoined with
—(0alag,, j)- This is because Lemma 2, Item (2) establishes that M;||g; = P is a nec-
essary condition for a successful application of CIRC-AG. Therefore since calag, €
L(Milag,) and calop & L(P), then 0alag, must not be in L(g;). Explanations of
other cases appear as comments in the pseudocode. Note that there are more cases that
we do not show in order to simplify the presentation.

Example 4. Consider the LTSs from Figure 3, produced in the 6th iteration of ACR.
When trying to apply CIRC-AG with these assumptions, APPLYAG obtains the trace
(send, out, send) as a counterexample for Out |= g%ﬁ) > 956) (premise 2). Since
(send, out, send)lag, & L(Inlag, ), the counterexample turns out to be spurious, and
after checking the additional conditions in UPDATECONSTRAINTS, —({send),1) V
(+((send, send),2) N —((send, send), 1)) is produced in line 18 as a membership

constraint in order to eliminate it in the following iterations.
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Algorithm 2. Applying CIRC-AG with g; and g2, and constraint updating
1: procedure APPLYAG(M1, M2, P, g1, g2)
2 ifM1 %92 > g1 then
3 Let o1a1 be a counterexample for My = g2 > g1
4. return UPDATECONSTRAINTS(1,2, M1, M2, P,01a1)
5: else if My = g1 > g2 then
6: Let o2a2 be a counterexample for Mz = g1 > g2
7 return UPDATECONSTRAINTS(2,1, M2, M1, P, 02a2)
8 else if g1||g2 = P then

9: Let o be a counterexample for g1 ||g2 = P
10: if (0] € L(M; | ag1) && o J€ L(Ms | ags)) then
11: return (0, “M1|| M2 = P”)
12: else o & L(Milag, ||M2ldag,), 0l & L(P)
13: // Remove o from g; or remove o from gz
14: C={(-(0lag;1) V —(0lag,2))}
15: return (C, “continue”)
16: end if
17: else
18: return (), “M; || M2 = P”)
19: end if

20: end procedure

ack,send
A O30
9% g5

Fig. 3. LTSs produced in the 6th iteration of ACR

In the following we state the progress of assumption refinement based on spurious
counterexamples.

Lemma 5. Let o be a spurious counterexample obtained for premise i € {1,2,3} of
CIRC-AG with respect to assumptions g1, go and let C be the updated set of constraints.
Then any pair of LTSs ¢} and g4 such that (g1, g5) = C will no longer exhibit o as a
counterexample for premise i of CIRC-AG.

Corollary 1. Any pair of LTSs g and g4 such that (g, g5) |= C is different from every
previous pair of LTSs considered by the algorithm.

The following two lemmas state that the added membership constraints do not over-
constrain the assumptions. They ensure that the “desired” assumptions that enable to
verify (Lemma 6) or falsify (Lemma 7) the property are always within reach.

Lemma 6. Suppose M, ||Ms |= P and let g1 and go be LTSs that satisfy the premises of
rule CIRC-AG. Then (g1, g2) satisfy every set of constraints C produced by APPLYAG.

Lemma 7. Let g1 = Milag, and g = Mslag,. Then (g1, g2) satisfy every set of
constraints C produced by APPLYAG.
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Algorithm 3. Computation of constraints based on a counterexample for M; = g; > g;

1: // oa is a counterexample for M; = g; > gi, i.e. oal € L(M;), 0l € L(g;),0al & L(g:)
2: procedure UPDATECONSTRAINTS(%, 7, M;, M;, P, oa)

3: ifoal € L(Mjlag;) and gal € L(P) then

4: loal € L(Milag;||Mjlag;) and cal ¢ L(P)

5: return (), “M; || M; ¥ P”)

6: ifoal € L(M;lag;) and gal € L(P) then

7: // Add oa to both g; and g; to ensure M1lag, ||M2lag, = g1]|g2 (Lemma 2 (1))
8: C ={+(0alay;,i), +(0alag;, )}

9: ifoal & L(Mjlag;) and o) & L(Mjlag;) and cal € L(P) then

10: // Remove o from g; or add oa to g;

11: C= {(_(Uiagwj)V+(0a¢a9ivi)}

12: ifoal € L(Mjlag;) and o) & L(M;jlag;) and cal & L(P) and o ¢ L(P) then
13: // Remove o from g; (Because of Lemma 2 (2))

14: C = {~(0dag; )}

15: ifoal & L(Mjlag;) and 0} & L(Mjlag;) and cal & L(P) and 0| € L(P) then
16: / Remove o from g; or (add oa to g; and remove it from g;)

17: /I In the latter case removal of oa from g; is due to Lemma 2 (2)

18: C={(—(olag;,7) V (+(0alag;, i) AN —(0alag,, 7))}

19: return (C, “continue”)

20: end procedure

6 GENASSMP Algorithm

Given a set of membership constraints C', and a lower bound k on the total number
of states in |g1| + |g2|, we compute assumptions g; and g that satisfy C. Similarly to
previous work [10] we build assumptions as deterministic LTSs (even though APPLYAG
is not restricted to deterministic LTSs). Technically, for each value of & starting from
the given k, GENASSMP encodes the structure of the desired DLTSs ¢ and go with
lg1]+ |g2| < k, as well as the membership constraints, as a SAT instance Sat Ency(C).
It then searches for a satisfying assignment and obtains DLTSs g; and g» based on
this assignment. & is increased only when SatEnc(C') is unsatisfiable, hence minimal
DLTSs that satisfy C' are obtained.

We use the following encoding of the problem of finding whether there are DLTSs
g1 and go with k states in total such that (g1, g2) E C.

Variables used for Encoding the LTSs Structure. Let n = [log,(k + 2)]. We use
boolean vectors of length n to encode the states of g; and go, where for each of them
we add a special “error” state. For each 0 < m < k + 1 we use m to denote the n-bit
vector that represents the number m. We fix the vector 0 to represent the error state of
g1, and the vector k£ + 1 to represent the error state of go. We explicitly add the error
states in order to distinguish between traces that are rejected by the DLTS and traces
for which the behavior is unspecified. For every i € {1, 2}:
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— Let S; include the prefixes of all traces over arg; which are constrained in C' with
respect to i. That is, S; = (J, . Strings(c,i).
- Forevery o € S;, we introduce a set of boolean variables Var(o,4) = {v] 0=

TL

j < n —1}. We denote by v(,; the vector (v] A
V(0,s) Tepresents the state of g; reached when traversing o.

') of boolean variables.

We define Vy, = |, g, Var(o,i). In addition to V,;, and V,,, we introduce a set Vo
of boolean variables which consist of the following variables:

— To guarantee that the LTSs we produce are indeed deterministic, we add a set of
boolean variables which are used to enumerate the (non error) states in the DLTSs.
For this we use k X |ag1 U ags| vectors of boolean variables, each of size n: For
every ]l < m < kanda € (g1 U ags), we introduce a set of boolean vari-
ables Var(m,a) = {ujm o) | 0 < j < n— 1} We denote by u,, ) the vector

(u? Ul ) u?;la)) of boolean variables. u,, ) represents the state (of either g; or

g2) reached from state m after seeing action a.

— To guarantee that the states of the DLTSs are disjoint, we introduce another vector
u = (u®---u""1) of boolean variables, used to represent the number [ such that
all states of g; are smaller or equal [ and all states of g, are larger than /.

Variables used for Encoding Membership Constraints. For every disjunctive mem-
bership constraint formula ¢ € C we introduce a boolean “selector” variable en,. that
determines which of the disjuncts of ¢ must be satisfied (the other disjunct might be sat-
isfied as well). Technically, let En. = {en. | ¢ € C},andlet A = En.U{—en. | en. €
Enc} U {true}. We define 0294, 67 : Sy — 24 and fadd grem Sy — 24 such that
for every o € S;, 0294(0) and 6™ () are the smallest sets such that true € 029%(e)

and true € G;Qdd(e), and for every ¢ € C:

- ifc=(—(0lag,,1) V —(0lag;,])) then enc € 057" (0lag,) and menc € 057" (0l ag; )-

- if ¢ = +(0lag,, 1) then true € 0394 (c|ag,).

- ifc= —(0lag,,?) then true € 655 (0lag,)-

- ife=(—(0lag;,J) V+(0alag,, 1)) then enc € 057" (0lag,) and —en. € 029 (calag,).

— ife = (—(0hagy, J) V (+(70kag,,8) A —(0abag,, 1)) then ene € 05 (0 Ly, ), ene €
037 (0alag,) and —en. € 0" (0alag,)-

Intuitively, if at least one of the literals in 9“dd( ) is satisfied then o must be added
to the language of g;, and similarly for 67" (o ) with removal. These sets are therefore
interpreted as disjunctions. Formally, let Bool(A) be the set of boolean formulas over
A. For 05¢ : S; — 24 (where ac € {rem,add}), we define 05¢ : S; — Bool(A) as

Fac false  0%(o) =10
follows: #2¢(0) = { ae gi v
gi V 05¢(o) otherwise

SAT Constraints. SatEncy(C) is a set of constraints (with the meaning of conjunc-
tion) over the variables En. U Vy, UV, U Vi, defined as follows:
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— Encoding the LTSs structures into SAT constraints:

1. For every trace o1 € S7 we add the constraint V(sy,1) < u, and for every trace
o9 € S we add the constraint u© < V(02,2) (separating states of the DLTSs).
We also add a constraint 1 < u < k — 1 to restrict the range of w.

2. For every o € S we add the following constraint v(, 2y < k + 1 (every trace
is mapped to a valid state in the DLTSs).

3. For every i € {1,2}, every trace o € S;, every action a € «g; such that
oa € S;, and for every 1 < m < k, we add the following constraint: (v(a,i) =
M = V(gq,i) = U(m,q) (the DLTSs are deterministic).

4. For every trace o € 57 and action a € ag, if ca € S7 then we add the
following constraint: v(5,1) = 0 = v(54,1) = 0 (the error state of g; is a sink
state; DLTSs are prefix closed).

5. For every string o € S5 and action a € «ags, if ca € S, then we add the
following constraint: v(5,2) = k + 1 = v(q,2) = k + 1 (the error state of g2
is a sink state; DLTSs are prefix closed).

— Encoding the membership constraints formulas into SAT constraints:
6. For every trace o € S; we add the constraint: égfm (0) = v(1) = 0.

7. For every trace o € Sy we add the constraint: égjm(a) = V(o) =k + 1.
) = V(o,1) 7§ 0.
) = V(0,2) < k+1

8. For every trace o € S7 we add the constraint: égldd(o

9. For every trace o € Sy we add the constraint: égjd(a

Note that the implications in constraints 6-9 guarantee that a trace is accepted by
g; (leads to a non-error state) whenever it is required to be added to g; (as encoded
by BZfld(oiagi)). However, it may be accepted also in other cases, provided it is not
required to be removed by other constraints. The same holds for removal of traces.

Lemma 8. SatEncy(C) is satisfiable if and only if there exist DLTSs g1 and g that
satisfy C such that |g1| + |gz2| = k.

Due to Lemma 7 which ensures that (the nondeterministic) LTSs M | ag, and M2 g,
satisfy C, we get the following corollary, which ensures termination of GENASSMP:

Corollary 2. At every iteration of ACR, there exists k < O(21M1 4 2IMz1) ywhere
SatEncy(C) is satisfiable.

In fact, since the minimal k is found, minimal assumptions that satisfy C' are ob-
tained. In particular, together with Lemma 6, this ensures that when M;||M2 = P,
then minimal assumptions for which CIRC-AG is applicable are eventually obtained.

From SAT Assignment to LTS Assumptions. Given a satisfying assignment 1) to
SatEncy(C), we use ¢ to generate assumptions g; and g» that satisfy C.

First, we extract DLTSs A;(¢)) and As(%) extended with error states: A;(v)) =
(Qi, g, 6i, gy, mi) where Q; = {m € {0,1}" | Jo € S; such that ¢ (v(, ;) = m},
qs = Y(V(esy)> T = 0,12 = k + 1, and 6;(m, a) = m/ if there exists o € .S; such that
Y(V(e) =mAca € S; AP(V(sq,:y) = m’, and otherwise d;(m, a) = L (undefined).
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Note that d; is deterministic and it is well defined, since constraint 3 of SatEncy(C)
ensures that if there exist 0,0’ € .S; such that ¥(v(,;)) = ¥(v(, ;) and both oa and
o'aarein S;, then also ¥ (v(gq,i)) = ¥(V(0a,i)). Further, by constraint 1, Q1 NQ2 = (.

A1(v) and As(1)) can be thought of as error LTSs, except that they might be in-
complete: §; is a partial function. As in an error LTS, traces leading to an error state in
A; (1) are rejected. Traces for which ¢; is undefined are unspecified (recall that such
traces do not exist in an error LTS, which is complete, and in a DLTS, in contrast, such
traces are rejected). The latter represent traces that do not affect the satisfaction of C.

We transform A; (¢) and As(v) into (complete) error LTSs by extending d; to to-
tal functions. Since unspecified traces do not affect satisfaction of C, any completion
results in DLTSs that satisfy C. In practice, if §;(m, a) = L, we define §;(m, a) = m.

To obtain DLTSs, we remove the error states. We denote the result by LTS (A4;(v))).

Lemma9. Ler g1 = LTS(A1(¢))) and go = LTS(A2(v)), where 1) satisfies
SatEncy(C). Then g1 and g2 are DLTSs such that (1) (g1,92) E C and (2) |g1| +
|g2| < F.

Example 5. Consider the 7th (and final) iteration of ACR. Since the assumptions from
the 6th iteration (Figure 3) have a total of 3 states, the search performed by GENASSMP
at the 7th iteration starts with & = 3, and since SatEnc3(C) is unsatisfiable, k is
increased to 4, yielding (the final) g; and gs with a total of 4 states (Figure 2). Note that
(g1, g2) indeed satisfy the membership constraint —({send), 1)V (+({send, send), 2) A
—((send, send), 1)) € C from the previous iteration (due to the right disjunct). In
particular, they do not exhibit the counterexample from Example 4.

7 Correctness, Termination and Minimality

In this section we argue that our main algorithm ACR is correct, it terminates and
produces minimal assumptions.

Theorem 2 (Correctness and Termination). Given components My and Ms, and
property P, ACR terminates and returns “M;||Mz = P” if P holds on M||Mz and
“M;||Ms = P”, otherwise.

Proof (sketch). ACR returns “M;||M; = P” if and only if all premises of CIRC-
AG hold, in which case correctness follows from the soundness of CIRC-AG. On the
other hand, if ACR returns “M; || My ~ P”, then correctness is ensured by Lemma 4.
It remains to prove that ACR terminates. First, Corollary 2 ensures that at every itera-
tion of ACR, SatFEncy,(C) is satisfiable for some k = O(2/M:| 4- 2121 Therefore,
each iteration terminates. Moreover, by Corollary 1, the pair of DLTSs generated at
each iteration is different from all pairs considered in previous iterations, which ensures
progress of ACR. Finally, by Lemma 7, g1 = Milag, and go = M3l.g, always sat-
isfy C. Therefore ACR terminates at the latest when g1 = M1lag, and g2 = Malag,,
in which case premises 1 and 2 of CIRC-AG necessarily hold and premise 3 amounts
t0 M1lag, ||M2lag, = P, hence either all premises hold or a real counterexample is
obtained. O
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Theorem 3 (Minimality). [f M;||My = P then ACR terminates with DLTSs g, and
go whose total number of states is minimal among all pairs of DLTSs that satisfy the
CIRC-AG rule.

Proof (sketch). Termination follows from Theorem 2. Let n be the minimal total num-
ber of states of DLTSs that satisfy rule CIRC-AG. By Lemma 6, the corresponding
DLTSs satisfy C' at any iteration of ACR. Therefore by Lemma 8, Sat Enc, (C) is sat-
isfiable at any iteration and in particular in the last one, where Lemma 9 ensures that the
obtained DLTSs g1 = LT S(A1(v)), g2 = LT S(A2(t))) are such that |g1] + |g2| < n.

O

8 Evaluation and Concluding Remarks

We implemented ACR in the LTSA (Labelled Transition System Analyser) tool [13];
we use MiniSAT [8] for SAT solving. We optimized our implementation to perform
incremental SAT encoding using the ability of MiniSAT to solve CNF formulas un-
der a set of unit clause assumptions. We also made ACR return (at each iteration) k
counterexamples for the three premises where, & is [g1] + |g2|-

We compared ACR with learning-based assume guarantee reasoning (based on rule
NonCIRC-AG), on the following examples [19]: Gas Station (3 to 5 customers), Chiron
—amodel of a GUI (2 to 5 event handlers), Client Server — a client-server application (6
to 9 clients), and a NASA rover model: MER (2 to 4 users competing for two common
resources). We used the same two-way decompositions reported in previous experi-
ments. Experiments were performed on a MacBook Pro with a 2.3 GHz Intel Core i7
CPU and with 16 GB RAM running OS X 10.9.4 and a Suns JDK version 7.

Table 1 summarizes our results. For both approaches, we report the analysis time (in
seconds) and the assumption sizes. Measuring memory is unreliable due to the garbage
collection and the interfacing with MiniSAT via native method calls (our measurements
indicate that memory consumption is stable and does not increase dramatically for
larger cases). We instead report the maximum numbers of states observed for check-
ing the premises of the two rules. We put a limit of 1800 seconds for each experiment;
“~” indicates that the time for that case exceeds this limit.

In all the experiments ACR generates smaller assumptions and in the majority of
cases this results in smaller analysis time and state space explored. For larger cases the
assumptions generated by ACR are significantly smaller. For the Gas Station, ACR sig-
nificantly outperforms learning in terms of analysis time and states explored, while for
all other cases the two approaches are comparable, at smaller sizes. However at larger
configurations (Client Server 8 and 9, MER 4) ACR again significantly outperforms the
learning-based approach. In all but one case (Chiron 5) the smaller assumptions gener-
ated with ACR lead to smaller state spaces for checking the rule premises. Case Chiron
5 is still comparable in terms of running time but it may indicate that the two-way de-
composition that we used (found to be optimal for learning in previous studies) may not
be optimal for ACR. We plan to investigate this further in future work.

Future Work. ACR can be optimized in many ways. Currently we are checking the
three premises one after the other at each iteration and get k different counterexam-
ples for each one of them. We can check them in parallel on different machines. We
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Table 1. Comparison of ACR (rule CIRC-AG) and learning (rule NonCIRC-AG). Best results are
shown in bold.

Case  ACR Time |g1| |g2| Premisel Premise2 Premise3 L* Time |A| Premisel Premise2

GasSt 3 26 3 3 2588 1093 6 - >351 >8243 >4045
GasSt 4 48 3 3 19503 2196 4 - >381 >165836 >47360
GasSt 5 309 3 3 132608 6995 6 - >207 >560000 >61058
Chiron2  1.257 2 2 134 204 5 0.5 9 256 198
Chiron3  2.013 2 2 341 2244 5 2.121 25 492 2736
Chiron4  3.149 2 2 449 6681 5 6.341 45 860 18370
Chiron 5 34 2 2 1152 258456 5 33 122 2101 138537
ClServ 6 11 7 2 256 16 10 8 256 256 2505
ClServ 7 33 8 2 576 17 10 33 576 576 6455
ClServ 8 53 9 2 1280 17 9 138 1280 1280 16199
ClServ9 249839 10 2 2816 23 14 725 2816 2816 39769
MER 2 4.397 5 2 30 147 6 4.54 46 313 79
MER 3 35 7 2 83 1198 13 50 274 3146 250
MER 4 1220649 9 2 97 7109 9 - >1210 >128883 >549

further plan to investigate alphabet refinement and generalization to n-way decompo-
sitions (for n > 2) — both these techniques significantly enhanced the performance of
compositional acyclic techniques [19]. For the n-way decompositions we can either
consider a recursive application of our current approach to the system decomposed in
two components, each decomposed in two sub-components etc. or a more involved ap-
proach that synthesizes directly n assumptions, one for each component. We leave this
for future work. We also plan to explore learning and abstraction-refinement for dis-
covering suitable assumptions. Although these techniques might not guarantee minimal
assumptions, they can be less computationally demanding than our current approach.
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