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Abstract

Hyperproperties lift conventional trace properties in a way that describes how a system behaves
in its entirety, and not just based on its individual traces, by allowing quantification over traces.
Hyperproperties are very useful for describing security properties. Thus, performing hyperprop-
erty model-checking is desired. We generalize this notion to multi-properties, which describe the
behavior of not just a single system, but of a set of systems, which we call a multi-model.

We demonstrate the usefulness of our setting with practical examples. We show that model-
checking multi-properties is equivalent to model-checking hyperproperties. However, our frame-
work has the immediate advantage of being compositional, allowing to consider abstraction for
each component separately. We introduce sound and complete compositional proof rules for
model-checking multi-properties, based on over- and under-approximations of the systems in
the multi-model.

We then describe methods of computing such approximations. The first is abstraction-
refinement based, in which a coarse initial abstraction is continually refined using counterexam-
ples, until a suitable approximation is found. The second, tailored for models with finite traces,
finds suitable approximations via the L* learning algorithm. We suggest improved algorithms
for model-checking the V*3* fragment of both methods, which utilize additional information
from the multi-property.

Our methods can produce much smaller models than the original ones, and can therefore be

used for accelerating model-checking for both multi-properties and hyperproperties.






Abbreviations and Notations
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a set of atomic propositions
a trace property
a hyperproperty, usually given as a formula in HyperLTL or as an NFH

a multi-property, usually given as a formula in MultiLTL or as an MNFH

a model, given as a Kripke structure or as an NFA
a multi-model, given as a tuple of Kripke structures or as an MNFA
an approximation, given as a Kripke structure or as an NFA

a tuple of approximations

a trace
a language, hyper-language or a multi-language

a prefix language

the set {a,a +1,...,b}
a trace quantifier (3, V)
the set of indices of existential quantifiers in a formula

the set of indices of universal quantifiers in a formula






Chapter 1

Introduction

Temporal logics, such as LTL, are widely used for specifying program behaviors. An LTL property
characterizes a set of traces, each of which satisfies the property. It has recently been shown
that trace properties are insufficient for characterizing and verifying security vulnerabilities or
their absence.

The notion of hyperproperties [23], a generalization of trace properties, provides a uniform
formalism for specifying properties of sets of traces. Hyperproperties are particularly suitable
for specifying security properties. For instance, secure information flow may be characterized by
identifying low-security variables that may be observable to the environment, and high-security
variables that should not be observable outside. Secure information flow is maintained in a
system if for every two traces, if their low-security inputs are identical then so are their low-
security outputs, regardless of the values of high-security variables. This property cannot be
characterized via single traces.

While hyperproperties are highly useful, they are still limited: they can only refer to the
system as a whole. Systems often comprise several components, and it is desired to relate traces
from one component to traces of another. A prominent such example is diversity [46]. Diversity
generalizes the notion of security policies by considering policies of a set of systems. The systems
are all required to implement the same functionality but to differ in their implementation details.
As noticed in [23], such a set of policies could, in principle, be modeled as a hyperproperty on a
single system, which is a product of all the systems in the set. This, however, is both unnatural
and highly inefficient.

We remedy this situation by presenting a framework which explicitly describes the system
as a set of systems called a multi-model, and provides a specification language, MultiLTL, which
explicitly relates traces from the different components in the multi-model. Our framework
enables to directly and naturally describe properties like diversity, while avoiding the need for
a complex translation.

Our framework also has the immediate advantage of being compositional. We thus suggest a
sound and complete compositional model-checking rule. The rule is based on abstracting each

of the components by over- and under-approximations, thus achieving additional gain.

We then suggest methods of computing such approximations. The first method is based

on abstraction-refinement, in which a coarse initial abstraction is continuously refined by using



counterexamples, until a suitable approximation is found. The second, tailored for models with
finite traces, finds suitable approximations via the L* learning algorithm. Our methods can
produce much smaller models than the original ones, and can therefore be used for accelerating
model-checking for both multi-properties and hyperproperties.

We now describe our work in more detail. Our framework consists of multi-models, which
are tuples of Kripke structures. The logic we focus on, called MultiLTL, is an extension of
HyperLTL [22]. MultiLTL allows indexed quantifications, ¥/ and 3?, referring to the i'" component-
model in the multi-model.

We show that there is a two-way reduction between the model-checking problem for HyperLTL
and the model-checking problem for MultiLTL. We emphasize, that even though the two model-
checking problems are equivalent, our new framework is clearly more powerful as it enables a
direct specification and verification of the whole system by explicitly referring to its parts.

We exploit this power by introducing two compositional proof rules, which are based on over-
and under-approximations for each system component separately. These proof rules are capable
of proving a MultiLTL property or its negation for a given multi-model.

We suggest two approaches to computing these approximations for the compositional proof
rules. The first approach is based on abstraction-refinement. The approximations are computed
gradually, starting from coarse approximations and are refined based on counterexamples. The
abstraction-refinement approach is implemented using one of two algorithms. In both algorithms,
when model-checking the abstract multi-model is successful, we conclude that model-checking
for the original multi-model holds. Otherwise, a counterexample is returned.

The first algorithm is based on counterexamples coming from the multi-model only. For
each component-model, we find a behavior that should be eliminated from an over-approximated
component-model or added to an under-approximated component-model, and refine the compo-
nents accordingly.

The second algorithm is applicable for a restricted type of MultiLTL properties, in which the
quantification consists of a sequence of V quantifiers followed by a sequence of 3 quantifiers. In
hyperproperties, this is a useful fragment which allows specifying noninterference and generalized
noninterference, observational determinism, and more. The counterexamples in this case come
directly from the unsuccessful model-checking process, and therefore refer both to the model and
to the property. Notice that, since the abstract component-models are typically much smaller

than the original component-models, their model-checking is much faster.

The logics of MultiLTL and the model of Kripke structure are designed for describing and
modeling the behavior of on-going systems. However, to do the same for terminating programs
with finite traces, a more suitable description is needed. Therefore, we turn our attention to
multi-models and multi-properties with finite traces. In this context, we use nondeterministic
finite automata (NFA) to describe a system, and a set of NFAs (multi-NFA) to describe a set of
such systems. For the specification language, we use nondeterministic finite-word hyperautomata
(NFH) suggested in [16]. NFH can be thought of as the regular-language counterpart of LTL,
and are able to describe the regular properties of sets of finite-word languages, just as HyperLTL
is able to describe the properties of a language of infinite traces. Also like HyperLTL, NFH can
be easily adjusted to describe multi-properties, a model that we call multi-NFH.



We show that, as in the infinite-trace case, there is a two-way reduction between the model-
checking problem for NFH and the model-checking problem for multi-NFH. We then proceed
to present a compositional model-checking framework for multi-NFH. As in the case of infinite-
traces, this framework is based on finding approximations for the NFAs in the multi-model. The
method for finding these approximations for this case, however, is learning-based.

Learning-based model-checking [45] seeks candidate approximations by running an automata-
learning algorithm such as L* [3]. In the L* algorithm, a learner constructs a finite-word
automaton for an unknown regular language £, through a sequence of membership queries (“is
the word w in £7”) and equivalence queries (“is A an automaton for £7”), to which it receives
answers from a teacher who knows the language. The learner continually constructs and submits
candidate automata, until the teacher confirms an equivalence query.

In our algorithm, the learner constructs a set of candidate automata in every iteration, one for
every NFA in the multi-model. The key idea is treating these candidate automata as candidate
approximations. When an equivalence query is submitted, we (as the teacher) check whether
the NFAs that the learner submitted are suitable approximations. If they are not, we return
counterexamples to the learner, based on the given multi-NFA, which it uses to construct the
next set of candidates. If they are suitable approximations, we model-check the multi-NFA of
the approximations against the multi-NFH. Since the automata that the learner constructs are
relatively small, model-checking the candidates multi-model is much faster than model-checking
the original multi-model.

In [45], the learning procedure aims at learning the weakest assumption W, which is a regular
language that contains all the traces that under certain conditions satisfy the specification. The
construction of W relies on counterexample words provided by the model checking. We can
derive such counterexamples for a certain fragment of multi-NFH. Moreover, we define a suitable
weakest assumption for this case, prove that it is regular, and use it as a learning goal in an
improved algorithm. Both of these improvements — extracting counterexamples from the model-
checker, and learning the weakest assumption rather than the model itself — allow for an even

quicker convergence of the model-checking process for this type of multi-properties.

1.1 Related Work

Abstractions are used to reduce the state-space of a model by discarding details which are irrele-
vant for the model-checking, thus improving the running time of the model-checking algorithms
[37, 27]. In many cases, the initial abstraction is too coarse for solving the model-checking prob-
lem. Refinement is used for achieving a more precise abstraction in an iterative process. Some
refinements are guided by counterexamples from previous model-checking calls. Counterexam-
ples, returned by model checking abstract models, may be spurious. Thus, counterexamples are
analyzed, and spurious ones are used to guide the refinement of the models. This approach is
usually referred to as counterezamples-guided abstraction-refinement (CEGAR) [18, 19]. Com-
bining abstraction-refinement with game-based model-checking is suggested in [50]. This work
creates an abstraction which is both an over- and an under-approximation simultaneously, by
using may-transitions and must-transitions. This abstraction is refined using counterexamples

extracted from a game-based model-checking procedure.



Hyperproperties, introduced in [23], provide a uniform formalism for specifying properties
of sets of traces, by quantification over traces in the system. Hyperproperties are particularly
suitable for specifying security properties, such as secure information flow and non-interference.
Two logics for hyperproperties are introduced in [22]: HyperLTL and HyperCTL*, which generalize
LTL and CTL*, respectively. Other logics for hyperproperties have been studied in [52, 28, 36,
44,1, 9, 13, 25].

One of the first sound and complete methods for model-checking hyperproperties is self-
composition [8]. Self-composition combines several disjoint copies of the same program, allow-
ing to express relationships among multiple traces. This reduces the k-trace hyperproperty
model-checking to trace property model-checking. Unfortunately, the size of the product model
increases exponentially with the number of copies. Thus, reasoning directly on the product
program is prohibitive.

Many approaches have been suggested for dealing with the high complexity of the self-
composition. A possible approach is using a symbolic representation for the system and the
specification as first-order formulae. This allows to use an SMT solver as part of the model-
checking. However, using self-composition still increases drastically the size of the representation,
and methods to increase the efficiency of SMT solvers for hyperproperty model-checking have
been suggested. In [53, 7] type-directed transformations are suggested, aiming to move similar
program segments next to one another. [7] extends this idea to an aligned-by-fragments program,
which employs lock-step execution of loops. In this manner, many variables change together,
aiding solvers to find a solution.

A generalization of Hoare triplets for safety-hyperproperties is presented in [51]. This is
possible by considering k copies of the program and allowing formulae to refer to all executions
simultaneously. This allows ignoring redundant parts of the product program in its reasoning.
A game-based approach for liveness-hyperproperties is described in [26]. This method also allow
to synthesize a model for such hyperproperties.

In [40], the bounded model-checking approach [12] is extended for the partial verification
of hyperproperties. Although their approach is not complete, they suggest optimistic and pes-
simistic semantics for the bounded constraints, allowing to refute and prove the satisfaction of
the hyper-property.

Different approaches to avoid the construction of the full product are presented in [54,
49]. The former exploits taint analysis or Bounded Model Checking. The latter infers a self-
composition function together with an inductive invariant, suitable for verification.

An automata based algorithm for HyperLTL and HyperCTL is proposed in [35]. It combines
self-composition with ideas from LTL model-checking using alternating automata. Alternat-
ing tree-automata are utilized in [30] for representing a proof for the verification of safety-
hyperproperties. This proof restrict the possible interleavings of the self-composed model, re-

ducing the state-space.

The L* algorithm for automata learning is described in [3] and improved by [47]. This
algorithm consists of interaction between a learner and a teacher. The learners aims to construct
a minimal deterministic finite automaton (DFA) for an unknown regular language U, using two

kinds of queries — “is w € U?”, and equivalence queries — “is A a DFA for U?” — which



are answered by the teacher. This idea is extended to other kinds of automata, including:
alternating automata [4, 11], weighted automata [10, 6], infinite-alphabet automata [43], and
regular-w-languages [29, 5].

Automata learning algorithms are used for generating approximations for model-checking
procedures. In the assume-guarantee framework [24, 45|, a system consists of two models, and
automata learning algorithms are used for generating an approximation for one of the model.
The L* algorithm is used in order to create the approximation. Its learning goal is set to be
the weakest assumption. In essence, the weakest assumption is the most general language with
whom the property can be satisfied. In [45] alphabet refinement is also implemented, allowing
to consider only a subset of the alphabet of the system, further reducing the approximation.

Learning separating DFAs for compositional model-checking is suggested in [17]. In this
work, the problem of finding the weakest assumption is reduced to learning a separating DFAs,
improving the running time of the model-checking procedure.

A representation of hyperproperties in a form of finite-word automata is developed in [31].
This work introduces a canonical automata representation for regular-k-safety hyperproperties,
which are only-universally-quantified safety-hyperproperties. This representation uses a k-bad-
prefix-automaton, a finite-word automaton that recognizes sets of k-bad-prefixes as finite words.
The authors present a learning algorithm for k-safety hyperproperties.

The first representation of general hyperproperties using finite automata is introduced in [16].
This representation, called hyperautomata, allows running multiple quantified words on an au-
tomaton. The authors show that hyperautomata can express regular hyperproperties and ex-
plore the decidability of nonemptiness (satisfiability) and membership (model-checking) prob-
lems. Additionally, they describe an L*-based learning algorithm for some fragments of hyper-

automata.

The problem of runtime verification and monitoring hyperproperties is studied in [2, 34,
14, 39] from both algorithmic and theoretical point of view. Synthesis of hyperproperties is
discussed in [32, 33|, where decidable fragments are identified, and algorithms for their synthesis
are suggested. The repair problem for HyperLTL is investigated in [15], and a detailed complexity
analysis is shown, under different restrictions on the Kripke structure.

Notions of asynchronous hyperproperties are explored in [38]. One uses a new automata
model and another is based on a fixpoint-calculus, allowing to regard different traces in asyn-
chronous manner. As the model-checking problem for asynchronous hyperproperties is highly-
undecidable, the work suggests an approximative analyses for both models, which induce some

decidable fragments.
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Chapter 2

Preliminaries

Kripke Structures are a standard model for ongoing finite-state systems.

Definition 2.0.1. Given a finite set of atomic propositions AP, a Kripke structure is a 4-tuple
M = (S,I,R,L), where S is a finite set of states, I C S is a non-empty set of initial states,
R C S x S is a total transition relation and L : S — 247 is a labeling function.

A path in M is an infinite sequence of states p = sg, s1, 2, ... such that (s;,s;+1) € R for
every ¢ € N. A trace over AP is an infinite sequence 7 € (2AP )w. We sometimes refer to a trace
as an (infinite) word over 24

The trace that corresponds to a path p is the trace 7(p) = 79,71, T2, ... in which 7; = L(s;)
for every ¢ € N. Notice that since R is total, there exists an infinite path from every state. We
denote by 7¢ the trace 7;,7i11,... and by ‘7 the prefix 7o, 7(,...,T_1.
2AP)w

Given a word w = wg, wy, -+ € ( ,a run of M on w is a path p = sg, s1,... in M such

that L(s,) = w, for every n € N.

Definition 2.0.2. The language L(M) of M is the set of all traces corresponding to paths in
M that start in I. The prefiz language L(M) of M is the set of all finite prefixes of traces in
L(M).

For two Kripke structures M, M’, we write M = M’ to denote that L(M) C L(M').

Definition 2.0.3. A possibly-infinite tree T is a subset of N such that for every node ¢ € N¥,

and every n € Nsg:
e Ift-neT, thentecT.
e Ift-neT, thent-meT for every 0 < m < n.

The root of T' is the empty sequence € and for a node ¢t € T', we use [t| to denote the length of ¢.

Definition 2.0.4. Let M = (S,I, R, L) be a Kripke structure, and let A be an prefix-closed
infinite set of finite paths in M. The infinite unwinding tree of A is a tuple (T, ¢,p) where T is
a tree, £ : T'— S is a mapping from the tree to states in M and p: T'— A is a mapping from
the tree to paths in A. Such that:

o« le)el
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o For every node ¢t with children ¢, ..., it holds that 0 < k < |S| and that (¢(¢),£4(t;)) € R
for every i € [1, k].

o For every node t-n € T, the path p(¢-n) is of length |t - n| and p(t) is the prefix of length
[t| of p(t-n).

The following is a known result, which can be proven using Konig’s Lemma and the definition

of infinite unwinding tree.

Lemma 2.0.5. For Kripke structures M and M', it holds that L(M) = LIM') iff L(M) =
Lr(M).

Proof. For the first direction, assume that £(M;) = L(M3). By Definition 2.0.2:

Li(My) ={we (2*7)" | 3r € LM1),n € Ns.t. "1 = w}
={w ¢ (QAP)* | 31 € L(M3),n € Nsit. "1 = w}
= L§(M>)

For the second direction, assume that Lp(M;) = Lf(Ma). Let 7 € L(M;) be a trace.
Thus, for every n € N, "1 € L;(M;). From the assumption, for every n € N, it holds that
"1 € L{(Ms). Therefore, for every prefix "7, there is a path sg,s1,...,s,—1 in My which
corresponds to it. Since I5 is a finite set, there exists a state sg € Is, which appears in infinite
such paths. Let A be the set of all such paths from sy, and consider the infinite unwinding tree
T of A. Since S5 is finite, the branching degree of T is finite, and since A is infinite, this tree is
infinite.

By Konig’s lemma, there is an infinite path p in 7. By definition, all traces that correspond
to paths of length i in T are equal. This means that for every i € N, it holds that 7('p) = ‘7.
Thus, 7(p) = 7. Since T is an unwinding tree for My, we get that 7 € L(May).

The proof for the inclusion £(Ms) C L£L(M;) is symmetric. [ |

2.1 Linear Time Logic (LTL)

The logic LTL is a common logic for describing trace properties.

Definition 2.1.1. Given a set of atomic propositions AP, a trace property is a set of traces
PC (2AP)w.

The (path) formulae of LTL are given by the following grammar:
Yu=al| Y| YV | Xy | YUy for every a € AP

12



Let 7 = 19, 71,... be a trace over AP. The semantics of LTL are defined as follows:

TEa iffaemn

TE-¢ iff 7l

TEEe Ve iff TEporTEp

T Xp iff =g

7 = o1Uypy iff there exists 4 > 0 such that 7 |= @9
and for all 0 < j <4, 77 = ¢y

Trivially, we can add the logical operators A, —,<>. Similarly, it is possible to include

additional temporal operators, which are defined as follows.

Fo = trueUyp Gy = —F-gp ©1Rp2 = =(=p1U—po)

Given a Kripke structure M and an LTL formula ¢, we say that M satisfies ¢, denoted
M = @, if T |= ¢ for every T € L(M).

2.1.1 Negation Normal Form of LTL

The fragment of LTL, where negation is applied only to atomic propositions, is called the negation
normal form of LTL (LTLynE).

Definition 2.1.2. An LTL formula is in negation normal form if every negation operator is
used only on atomic propositions. We denote the set of negation normal form formulae of LTL
by LTLnyne. In this definition, we allow the use of X, U and R as temporal operators and the

additional logical operator A.
Lemma 2.1.3. The logic LTL is equivalent to the logic LTLnNE-

Proof. For the first direction, let pyng be an LTLynye formula. We show, by induction on the
structure of LTL, that there exists a formula ¢ € LTL which is equivalent to onNF.-

Base: When ponyng = a or onng = —a for some a € AP, it holds that pyng € LTL.

Step: Assume that ¥NnF, nnF are LTLynr formulae such that their equivalent LTL formulae
are ¥ and ¢ respectively.

o If onnE = ¥ 0 ¢ for o € {V,U}, then the formula ¢ = ¥ o ¢ is an LTL formula, which is

equivalent to YNNE-

o If onnE = XnnE, then the formula ¢ = Xty is an LTL formula, which is equivalent to

©NNF-

o If onNF = UNNF A OnnF, then by de-Morgan’s laws and the induction hypothesis, the
formula ¢ = = ((—%) V (—¢)) is an LTL formula, which is equivalent to pnnF.

o If onNF = YNnNFRONNE, then by the definition of R and the induction hypothesis, ¢ =
= ((my) U (—¢)) is an LTL formula, which is equivalent to ¢nNE-

13



For the second direction, let ¢ be an LTL formula. We show, by induction on the structure
of LTL, that there exists formulae onnE, nnE € LTLnnE such that, pnnr is equivalent to ¢ and
PNNF is equivalent to —p.

Base: When ¢ = a or ¢ = —a for some a € AP, it holds that ¢,—¢ € LTLynE, since we
identify == with ¢, and they satisfy the requirements.

Step: Assume that v, ¢ are LTL formulae and let ¥nnE, ,(LNNFa onNF and gZ;NNF be their

equivalent and negated LTLynrF formulae respectively.

o If p = o ¢ for o € {V,U}, then onnE = YnNE © dnnrF is an LTLyng formula, which
is equivalent to . Additionally, %Z;NNF o Q;NNF, where A = V and U = R, is an LTLnnF

formula, equivalent to —¢.

o If v = Xqp, then the formula onynF = Xeonnr is an LTLynr formula, which is equivalent to
. Additionally, X?ZJNNF is an LTLyng formula equivalent to —p.

o If p = = (¥ V ¢), then by de-Morgan’s laws and the induction hypothesis, the formula
PNNF = (@ENNF) A ((ENNF) is an LTLynF formula, which is equivalent to ¢. Additionally,
UNNE V OnNE is an LTLyng formula equivalent to —p.

o If p = = (1pU¢), then by the definition of R and the induction hypothesis, the formula
PNNF = (1/_1NN|:) R (<Z_5NNF) is an LTLynr formula, which is equivalent to ¢. Additionally,
UNNEUONNE is an LTLyng formula equivalent to —p.

e If p = = X1, then by the semantics of X and the induction hypothesis, the formula pnnE =
X (&NNF) is an LTLynr formula, which is equivalent to . Additionally, Xu¥nng is an
LTLnnE formula equivalent to —p.

Since every LTLynf formula is finite, this process terminates in a finite number of steps.

Note that this construction is linear in the length of the formula. |

2.2 Hyperproperties and HyperLTL

Trace properties and the logics that express them are commonly used to describe desirable system
behaviors. However, some behaviors cannot be expressed by referring to each trace individually.
This is especially the case for many security protocols, such as non-interference and observational
determinism [22]. These properties refer to a system with low-security variables that may be
observable to the environment, and high-security variables that should not be observable outside.
Actions in this system, may refer to low- and high-security variables, separately. Non-interference
is maintained in this system, if for every trace, there exists an additional trace, without actions
that affect high-security variables, which is equivalent to the original trace, over the low-security
variables. Observational determinism holds, if the system appears deterministic to an observer
from the environment.

In [23], properties describing the behavior of a combination of traces are formalized as hy-
perproperties. Thus, a hyperproperty is a set of sets of traces: all sets that behave according to

the hyperproperty.
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Definition 2.2.1. Given a set of atomic propositions AP, a hyperproperty is a subset of the

powerset of traces, P C 2(247)",

HyperLTL [22] is an extension of linear temporal logic (LTL) to hyperproperties. The formulae
of HyperLTL are given by the following grammar:

pu=3m | Vr. @ | Y where 7 is a trace variable

Vu=aq | Y YV | X | pUy for every a € AP

Intuitively, 37.¢o means that there exists a trace that satisfies ¢ and V. means that ¢ holds
for every trace. ap means that a holds in the first state of m. The semantics of X, U and the
Boolean operators are similar to those in LTL.

The semantics of HyperLTL is defined as follows. Let T' C (247)* be a set of traces over AP,
let V be a set of trace variables, and Il : V — T be a trace assignment. Let II[r — ¢] be the
function obtained from II, by mapping 7 to t. Let I be the function defined by IT¢(7) = (II(r))".

IT =p Im.ap  iff there exists t € T such that II[r — t] E=p ¢

II =y Vrap iff for every t € T, H[r — t| =r ¢

II =ra, iff a € I(m)[0]

I =r e M Er @

I E=r 1 Ve iff Il =7 @1 or I =7 o

Iy Xe iff I =7

I =7 p1Ugpy iff there exists i > 0 such that IT' =7 o
and for all 0 < j < i, IV =1 ¢y

Notice that when all trace variables of a HyperLTL formula P are in the scope of a quantifier
(i.e. when P is closed), then the satisfaction is independent of the trace assignment, in which case
we write T = P. Given a Kripke structure M and a HyperLTL formula P, the model-checking
problem is to decide whether £(M) =P (which we denote by M = P).

By abuse of notation, given traces wi, ..., w; over AP, we write
(Wi wg) = Qi Qumgb(my, ) T (s ), where TI(r,) = w;.

2.2.1 Negation Normal Form of HyperLTL

Definition 2.2.2. An HyperLTL formula is in negation normal form if every negation operator
is used only on atomic propositions. We denote the set of negation normal form formulae of
HyperLTL by HyperLTLynE-

Note that similarly to Definition 2.1.2, we allow the use of X, U, R and A, as well as the trace
quantifiers 3 and V.

Lemma 2.2.3. The logic HyperLTL is equivalent to the logic HyperLTLynE-

Proof. For the first direction, let Pyng = Q171, - -+, Qun-onne (71, - - -, ) be an HyperLTLyne
formula. By the definition of HyperLTLyyg, the formula onng(7i,...,7m,) is in LTLyne. By
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applying Lemma 2.1.3, we can obtain an equivalent formula ¢(7my,...,m,) in LTL. Thus, the
formula P = Qim1,...,Qumy.(m1,...,m,) is in HyperLTL and is equivalent to PynE.

For the second direction, let P = Qq7y,...,Qump.0(m1,...,m,) be an HyperLTL formula.
By the definition of HyperLTL, the formula ¢(m1,...,7,) is in LTL. By applying Lemma 2.1.3,
we can obtain an equivalent formula onng(71, ..., 7m,) in LTLyne. Thus, the formula Pyne =

Qim1, ..o, Qumn.oNNE(T1, - . ., Ty) is in HyperLTLyne and is equivalent to P.
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Chapter 3

Multi-Models and Multi-Properties

We generalize hyperproperties to multi-properties, which reason about the connections between

several models, which we call a multi-model.

Definition 3.0.1. Given k € N, a k-multi-model is a k-tuple Ml = (M1, M, ..., M}) of Kripke
structures over a common set of atomic propositions AP. The multi-language of a k-multi-model
M, denoted £(M), is a tuple of languages (L(M1),...,L(My)). A k-multi-property is a set of
tuples P C (2(2Ap)w)k.

M is a multi-model if it is a k-multi-model for some k, and similarly P is a multi-property.

Intuitively, in a multi-property P, every T' € IP is a tuple of k sets of traces, each interpreted

in a model.

3.1 MultiLTL

We now present MultiLTL, a logic for describing multi-properties. A MultiLTL formula is inter-
preted over a multi-model Ml = (M, ..., My). We use [a, b], where a < b are integers, to denote
the set {a,a +1,...,b}. MultiLTL formulae are defined inductively as follows.

o =Y. o |V p| Y where j € [1,k] and 7 is a trace variable
Yiu=agr | | VY| X | YUy for every a € AP

The only difference in syntax from HyperLTL is that trace quantifiers are now indexed. This
index is taken from the set [1, k] for some k € N. The formula F .o means that there exists a
trace in M, that satisfies ¢ and ¥/ . means that ¢ holds for every trace in M;.

The semantics of MultiLTL is defined as follows. Let T = (T1,...Tk) be a multi-language
over AP, called domain. Let V be a set of trace variables, and let I1: V — U;cpy 1 Ti-

I =p ') iff there exists t € T; such that TI[r — t] =1 9
Il =7 Viwap iff O[r — t] =p o for every t € T;

The semantics of the temporal operators is defined as in HyperLTL. Since every MultiLTL formula

describes a multi-property, we refer to the formulae themselves as multi-properties.
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As with HyperLTL, when a MultiLTL formula P is closed, satisfaction is independent of II,
and we denote T |= P. Given a multi-model M and a MultiLTL formula P, the model-checking
problem for MultiLTL is to decide whether £(M) = P (which we denote M = P).

For a MultiLTL formula P = Q%' ... Qirm,.p, we define the sets I5(P) = {7 | Qé =dJandi€
[1,k]}, and Iy(P) = {j | Q; = V and i € [1,k]}. We write /5 and Iy when P is clear from the

context.

3.1.1 Examples

We demonstrate the usefulness of MultiLTL and multi-models with some examples. The multi-
models we consider consist of models that interact with each other via an asynchronous com-
munication channel (which is not modeled). This assumption is not necessary outside the scope
of the examples, where other forms of interactions across models can take place (e.g., shared

variables).

Ezample 3.1.1. Consider a multi-model consisting of a client model C' and a server model S.
We would like to check whether (C, S) = V¢V m.G(rr, — Fry,). In this formula, 7, means
that a request is sent in C and r,, means that a request is received in S. The formula specifies
that for every run of the client and for every run of the server, every request sent by the client
is eventually received by the server. This is a form of a liveness property that specifies that

messages are guaranteed to eventually arrive at their destination.

Ezxample 3.1.2. Consider again the multi-model of Example 3.1.1. Assume that the interaction
between the client and the server is as follows. At the beginning of the interaction, the client
sends its username and password to the server. Immediately afterwards the server updates its
authentication flag and informs the client whether the authentication was successful or not. The
client gets this notification one clock cycle after the server authentication flag has been updated.

Consider the specification Ps.

]P)Z == Vsﬂ'lacﬂ'gvcﬂ'g.
((userDBy, = users,) A ((passDByr, = passxz,)) N\ (Xautrz, AN XXauts,)
A ((userDBgr, = usery,) A ((passDBgr, # passy,)) — (X—auty, N XX-aut,)

The first two lines of Py states that for every trace of the server there is a trace of the client
whose username and password match the username and password in the server database. If
so, the authentication succeeds. The third line assures that for each username in the server
database there is only one valid password with which the authentication succeeds.

Note that in this example, we describe a property which cannot be described using LTL.
Further, it cannot be expressed naturally in HyperLTL. MultiLTL, which explicitly refers to

traces in different models within a multi-model, naturally expresses it.

Ezample 3.1.3. We demonstrate again the power of MultiLTL to naturally express properties
that are not naturally expressible in HyperLTL. Diversity [46] refers to security policies of a set

of systems. The systems constitute different implementations of the same high-level program.
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They differ in their implementation details!, but are equivalent with respect to the input-output
they produce. In [46], diversity has been advocated as a successful way to resist attacks that
exploit memory layout or instruction sequence specifics.

Assume that we are given a high-level program P and two low-level implementations M7 and
Ms. The following MultiLTL properties describe the fact that all implementations are equivalent
to P.

Py = VP r3Mig 3M2my (input, = inputy, = inputy,)A
G(end, A endy, A endr, — output, = outputy, = outputr,)
Py = VMg, E|P7r.(mput7r1 = inputz) A G(endr, N\ endr — output,, = output,)

Py = YM2 7, 3F m.(inputr, = inputy) A G(end, N end, — output,, = output,)

Note that these properties cannot naturally be expressed in HyperLTL since they require an

explicit reference to the models from which the related traces are taken.

3.1.2 Negation Normal Form of MultiLTL

Definition 3.1.4. A MultiLTL formula is in negation normal form if every negation operator
is used only on atomic propositions. We denote the set of negation normal form formulae of

MultiLTL by MultiLTLynE.
Note that similarly to Definition 2.1.2 and Definition 2.2.2, we allow the use of X, U, R and A,

and the trace quantifiers 37 and V7.
Lemma 3.1.5. The logic MultiLTL is equivalent to the logic MultiLT LynE-

Proof. The proof is almost identical to the proof of Lemma 2.2.3. |

3.2 Model-Checking MultiLTL

We now show that although MultiLTL is a generalization of HyperLTL, the model-checking prob-

lems for these logics are equivalent.

3.2.1 Reduction from HyperLTL Model-Checking to MultiLTL Model-Checking

For the first direction, it is easy to see that the model-checking problem for a model M and
a HyperLTL formula P is equivalent to the model checking problem for (M) and the MultiLTL

formula obtained from P by indexing all of its quantifiers with the same index, 1.

Theorem 3.1. The model-checking problem for HyperLTL is polynomially reducible to the model-
checking problem for MultiLTL.

'For instance, the call stack of procedures is obfuscated by changing the order of variables, the specific memory

location of arguments and local variables, etc. The obfuscations differ in the different implementations.
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Proof. Let M be a Kripke structure and let P = Q... Qump.0(71,...,m,) be a HyperLTL
formula. For M = (M) and the MultiLTL formula P = Q}my ... QLm,.o(m1, ..., m,), we show
that M =P if M = P.

Let IT : V — L(M) be an assignment, 7" = L(M) and T = (L£(M)). Since there was
no change to ¢, it is immediate that II =7 @(m1,...,m,) iff IT =1 @(m1,...,7m,). Denote by
Pr(m1, ..., mk—1) the formula Qg7 ... Qumpe(my,...,m,) and by Pg(w1,...,mx—1) the formula
Qimp ... Qhmpo(m, ... ).

Assume that IT = Py iff IT =p Py. Consider the quantifier Q_; in P:

o If Qu_1 = 3, then II |=p Img_1. Py iff there exists a trace 7 € L(M) such that II[7rp_1 —
7] =1 Pi. By the induction hypothesis, this holds iff there exists a trace 7 € £(M) such
that II[7;_1 — 7] =1 Pg. This claim holds iff II = 37 _1.Pg, since T = (T).

o If Qp_q =V, then II =y Vmp_1. Py iff for every trace 7 € L(M) it holds that I[m,_1 —
7] =1 Pi. This is iff for every trace 7 € £(M) it holds that II[r;_1 — 7] =1 Pg. This
claim holds iff IT =p V7, 1. Py, since T = (7).

Notice that by induction this also holds for P = P; and P = IP;, which do not contain free
variables. Thus, M =P iff T =P iff T =P iff M |= P as required. [ |

3.2.2 Reduction from MultiLTL Model-Checking to HyperLTL Model-Checking

For the other direction, we first introduce several definitions. We use the notation W for disjoint

union.

Definition 3.2.1. Given a multi-model Ml = (My,..., My) over AP, its union model is UM =
(Wi S;, Wi I;, W R;, L), where L(s) = L;(s) W {i} for every i and s € S;.

The indexing by i of a trace 7 = to,t1,... over AP is the trace ind; (1) = to U {i}, &1 U {i},....
We define indexing of a word in a similar manner.

Note that ind; is invertible. The inverse of ind; is denoted ind;” 1. Given an indexed trace 7/ , the

trace ind; ' (7') is called the unindeved trace of 7.

For a trace 7 and a multi-model M = (M, ..., M), it holds that 7 € L(M,) iff ind; (7) €
L(UM), as shown by the following lemma.

Lemma 3.2.2. Let M = (My,..., My) be a multi-model over AP. Then for every i € [1,k] it
holds that T € L(M;) <= ind; (1) € L(UM).
Proof. We first prove the claim for finite words, by induction on the structure of (247)*.

Base: w = ¢, by definition of Kripke structure, w € L;(M;) and ind; (w) = w € L§(UM) for
every i € {1,...,k}.

Step: Assume that w = w'o for w' € (24F)*. If w € L(M;) for some i than there are states
si, s, € S; such that s; is the end of the run of M; over w and s/ is the end of the same run over
w'. Therefore, there exists a transition (s}, s;) € R;. Since Kripke structures are prefix-closed,
w' € L#(M;), and by the induction hypothesis, ind; (w) € L£7(UM). This means also that there
is a transition (s}, s;) € R in UM, which means that ind; (w) € L(UM).
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For the second direction, assume that w ¢ L;(M;), therefore, there is an index j such that
Jw, the prefix of w of length j, is not in £ F(M;). As a result, by the induction hypothesis,
ind; (Yw) ¢ L¢(UM), and therefore also ind; (w) & £ (UM).

Consequently, this must also hold for infinite traces, since otherwise, there is some finite

prefix for which it does not hold, contradicting the previous induction. |

Note 3.2.3. Consider an input M, P to the model-checking problem of MultiLTL. Without
loss of generality, we can assume that each sub-model in M is quantified exactly once, and
furthermore, that P is a MultiLTLyng formula of the form Qim1Q3ms ... QP m,.0(m1, ..., m,). This
can be achieved by duplicating models which are quantified several times and by reordering the

models according to the order of the quantifiers.

We assume that M and P are in this form, for the rest of the section.

Definition 3.2.4. Given a model M and a HyperLTL formula P, an assignment II respects the
model M, if II(m;) € L(M) for every i € [1,n].

Similarly, given a multi-model Ml and a MultiLTL formula P, an assignment II respects the
multi-model M, if II(m;) € L(M;) for every i € [1,n].

Note that when checking whether a model (multi-model) satisfies a hyperproperty (multi-
property), it is enough to consider only assignments that respect the model (multi-model) for
every sub-formula of the property. This holds since there are no free trace variables in the

formula.

Definition 3.2.5. Given a multi-model M, a MultiLTL formula P and an assignment II that
respects M, the indezed assignment of 11, denoted indyp (II), is defined by indy p (II) (7;) =
ind; (II(m;)) for every i € [1,n].

Given an indexed assignment II, the unindexed assignment of II, denoted ind&fp (1), is
defined by ind&ﬁp (I0) (m;) = ind; * (T1(m;)).

Lemma 3.2.6. Let M be a multi-model, P be a multi-property and I1 be an assignment that
respects M. Then, indyp (II) respects UM.

Proof. Since II respects M, it holds that II(m;) € £(M;) for every i € [1,n]. By Lemma 3.2.2,
this implies that ind; (II(7;)) € £(UM). Since indyp (II) (7;) = ind; (IL(7;)), we also get that
indM,p (H) (771) S ﬁ(UM) |

Lemma 3.2.7. Let M be a multi model, P be a multi property and I an assignment that respects
M. For every j € N, it holds that indy p (H)j = indpp (I1Y).

Proof. The following equations hold for every m; and j € N, as required.

indM,]p (H)j (771) = (Indz (H(?TZ)))] = indi (H](Wz)) = indep (H]) (7Tz) |

Definition 3.2.8. Let P = Qim ... Q" m,0(m1, ..., ™) be a MultiLTLyng formula. The trans-

formed formula of P, denoted trans (IP), is defined inductively as follows:
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o If o = ay, or ¢ = —ay, for a € AP, we define trans (¢) to be i, — ¢ if Qi = V¢, and i, A

otherwise.
o If ¢ = Xob, we define trans (¢) = Xtrans ().
o If o =1 o ¢ for some o € {V,A,U, R}, we define trans (¢) = trans (¢) o trans (¢).
o If o = Qim.1p for Q € {V, 3}, we define trans () = Qm;.trans ().
Intuitively, trans (P) is obtained from P by the following changes:

1. For every a € AP, every occurrence of a literal [ = a, or | = —a, where 7 is universally
quantified, is replaced with i, — [. This change requires that the constraints on the
atomic propositions are enforced only on traces that originate from the model on which
the universal quantified was used in the multi-property. For traces from other models, the

requirement is immediately satisfied.

2. For every a € AP, every occurrence of a, and for every occurrence of a literal I = a, or
I = —a,; where 7 is existentially quantified, is replaced with i, A l. This requires that the
trace used for the satisfaction of the existential quantifier is from the model which was

quantified in the multi-property.
3. Every quantifier Q¢ is replaced with Q;.

Note that when P is a MultiLTLyyg formula, trans (P) is a HyperLTLyyg formula.

Lemma 3.2.9. Let M be a multi-model, P = Qlny...Q"1,.0(m1,...,m) be a MultiLTLynE
formula and letI1 be a trace assignment that respects M. Then Il = (w1, ..., m,) iffindyp (IT) |=

trans (o(m1,...,m)).

Proof. By induction on the structure of MultiLTLyne without quantifiers.

Base: ¢ = a,, or ¢ = —a,. We show the proof for ¢ = ar,, the case where ¢ = —a,, is similar.

o If ¢ € I, then trans(p) = ir, A p. It holds that II = a, iff a € II(m) iff {a,i} C
indMJp (H) (7‘('1) iff indMJp (H) ): im N Qg .

o If i € Iy, then trans (¢) = ir, = ¢. Note that II respects M, which means that indyp (II)
respects UM. Therefore, it holds that II |= ar, iff a € II(m;) iff {a,i} C indyp (II) (7;)
iff indyp (II) |= ir, — ar,. Note that in the last transition, we use the fact that i €
indy p (IT) (7;) for every i.

Step: Let o1, 92 be MultiLTL formulae. Assume that II |= ¢; iff indyp (IT) |= trans (¢;) for
i € [1,2]. By the definition of trans (-) the step follows:

o Let o e {A,V}. It holds that IT |= p1op9 iff (IT |= ¢1) o (II |= ¢2) iff indyp (II) = trans (1)
and/or indyp (IT) |= trans (¢2) iff indy p (IT) = trans (@1 0 2).

o T | Xp iff ' = o iff indygp (ITY) k= trans () iff indyp (I1)' |= trans (@) iff indp (IT) |=
trans (X¢p).
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o II |= ¢ Uy iff there exists k > 0 such that II¥ = oy and for every 0 < i < k I |= ¢.
This is iff there exists k& > 0 such that indyp <Hk) = trans (p2) and for every 0 < i <
k indyp (IT') |= trans(¢1). This holds iff there exists k& > 0 such that indyp (I)* |=
trans (p2) and for every 0 < i < k indyp (I1)" = trans(¢p). This is iff indyp (IT) =
(trans (¢1))U(trans (p2)), which is iff indygp (IT) |= trans (¢1Ugps).

e The proof for R is similar to the proof for U.

For the cases X, U, R we use Lemma 3.2.7 in some of the transitions. |

Definition 3.2.10. Given a MultiLTL formula P, the basic sub-formulae of trans (P) are all the

sub-formulae of trans (P) of the form: ir, = ar, or ir, A ar,.

The following lemma shows that for every MultiLTLyng formula P, the formula trans (P) is
monotonic with respect to its basic sub-formulae. I.e. by changing the truth value of some basic
sub-formulae to true, the truth value of the entire formula cannot become false, unless it was

false before.

Lemma 3.2.11. Let P = Qiny...Q"m,.0(71,. .., m,) be a MultiLTLnnE, such that Q = V. Let
M be a multi-model and I1 be an assignment for trans (). If 11 |= trans (@) and if T is a trace
that is not marked by the index k, then Il[my, — 7] |= trans (p).

Proof. Let II and 7 be as in the lemma. We show a proof by induction on the structure of a
MultiLTLyne formula without quantifiers.

Base: If there is no ar, in the formula, then the assignment is independent from II[m],
which means that if IT |= trans (¢), then also II[m;, — 7| = trans (¢). Otherwise, ¢ =k, — ar,.
Since 7 is not indexed by k, then Il[m; — 7] |= trans () vacuously.

Step: Since all the operators in {A, V, X, U, R} are monotonic, the step is immediate. |

We now can show the reduction from MultiLTL model-checking problem to HyperLTL model-
checking problem.

Theorem 3.2. The model-checking problem for MultiLTL is polynomially reducible to the model-
checking problem for HyperLTL.

Proof. Let P = Qlmy...Q"m,.0(m1,. .., m,) be a MultiLTLyng formula and let M be a multi-
model (My,..., My), both over AP. Denote T = (L(M;),...,L(My)) and T = L(UM). Let
IT be an assignment that respects M and A be an assignment that respects UM, such that
ind; ' (A(m;)) € L(M;) for every i € I5.. We show that II |=1 P iff A =7 trans (P).

Let Pg(m1,...,mx—1) = Q'gﬂk...@gwn.go and trans (P), (m1,...,m,—1) = trans(P), for every
k € [1,n +1]. Note that ¢ =Py, y1 and trans (¢) = trans (P), ;.

First Direction: Assume that for every assignment II that respects M, it holds that IT =1 P.
Let A be an assignment that respects UM, such that ind; ' (A(m;)) € £(M;) for every i € I5.
By induction on the number of quantifiers in P, we show that if II =p P then A =7 trans (P).
Note that since P and trans (P) does not contain free trace variables, this means that this claim

also holds for A that does not fulfill the requirements, when considering the entire formula.
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Base: When the formula does not contain quantifiers, we consider two cases. If A =
indy p (IT) for some IT that respects M, then the base case holds according to Lemma 3.2.9.

Otherwise, A assigns at least one trace variable 7;, a trace that is not indexed by i for i € Iy.
In this case, every basic sub-formula that refers to those trace variables is vacuously satisfied.
When considering an assignment A’ which agrees with A on the assignment for every m;, when
i € I3, by the first case, A’ |5 trans (p). By Lemma 3.2.11, this also holds for A, since it is can
be obtained by changing the traces assigned by A’ for universally quantified trace variables.

Step: Assume that the claim holds for P41 and trans (P), ;. We now show that it holds

for P, and trans (P),. We consider two cases.

o P = Fm.Pri1: This means that trans (P), = Jm.trans (P)t1-
Assume that II 3F*my, Pry1. By the semantics of MultiLTL, this means that there
exists 7 € L(My) such that II[m, — 7| =1 Pry1. Since 7 € L(My), the assignment
II[m, — 7] respects M. Additionally, indg (1) € L(UM) by construction. By the induction
hypothesis, Al — indg (7)] F=r trans (P),,;, which means by the semantics of HyperLTL
that A |=r Imp.trans (P), ;.

o Pj = VAmp.Pri1: This means that trans (P), = Vry.trans (P)r1-
Assume that IT =r VEr,. Per1. By the semantics of MultiLTL, this means that for every
T € L(My), H[mg — 7] E1 Pry1. Thus, by the induction hypothesis, A[m, — indy (7)] FE=r
trans (P), ;. By Lemma 3.2.11, since for every trace 7' € £(UM) such that ind, ' (7') ¢
L(My},), all the basic sub-formulae of trans (P), that refer to 7, are satisfied. Also A[m, —

'] Er trans (P), ;.

Second Direction: Assume that A =7 trans (P) for every assignment A that respects UM.
By Lemma 3.2.6, this means that for every assignment A such that A = indyp (II), for II that
respects M, it holds that A |= trans (P).

Let II be an assignment that respects M. By induction on the number of quantifiers in P,
we show that if A |=p trans (P) then II =1 P.

Base: The base case holds according to Lemma 3.2.9, in a similar manner to the previous
direction.

Step: Assume that the claim holds for Py, and trans (P), ;. We now show that it holds
for P, and trans (P),.

e P = 3Fm,.Priq: This means that trans (P), = Jmg.trans (P), ;.
Assume that A =7 3my.trans (P), ;. By the semantics of HyperLTL, this means that there
exists 7 € L(UM) such that A[m, — 7] F=r trans (P), ;. Since 7 € L(UM), the assignment
A[m, — 7] respects UML.

— If ind,; ! (1) € L£(My), then H[r, — ind; ' (7)] respects M and also A[my — 7] =
indyg p (H[ﬂ'k — ind; ! (7')]) Thus, by the induction hypothesis, II[r, — ind; ' (7)] =1
Pj.41. This means that II = 3*m;,. Py .

— Otherwise, ind; ' (7) ¢ £(M},). Additionally, every basic sub-formula that refers to 7y
in trans (P),. ;, is of the form k A ar, for some a € AP. Since ind, ' (1) ¢ L(My,), we
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get that 7 = G—k. Thus, the every basic sub-formula that refers to 7y is not satisfied.
By the monotonicity of HyperLTLyne (following a similar proof to Lemma 3.2.11),
M[r, — 7] 1 Piyy for some 7/ such that ind; ' (7/) € £(M}). Thus we return to

the previous case.

o P = V¥m,.Priq: This means that trans (P),, = Vmg.trans (P), ;.
Assume that A |=r Vmy.trans(P), ;. By the semantics of HyperLTL, this means that
for every 7 € L(UM), it holds that Alm, — 7] =7 trans(P),,,. Since 7 € L(UM),
this also holds for every 7 such that ind;* (1) € £(My). By the induction hypothesis,
I[m, — ind; ' (7)) respects M and H[r; — ind, ' (7)] Er Pryi. By the semantics of
MultiLTL, this results in II =1 Pg. [ |

Note that this proof is stronger than a simple reduction. Theorem 3.2 implies that there is a
linear-time reversible translation of the traces of M to the traces of M. This is especially useful

when handling counterexamples.

3.3 Direct Algorithm for MultiLTL Model-Checking

In [35], the authors present an algorithm for model-checking HyperLTL that can be easily adjusted
for MultiLTL. Thus, there is no need to use the reduction in Theorem 3.2 for MultiLTL model-
checking. The algorithm relies roughly on the repeated intersection of the models under 3 with
an automaton for ¢, the quantifier-free part of the formula, or, in the case of V quantifiers, for
= (which involves complementation). Accordingly, the complexity is a tower in the number of

models, and the size of the models greatly influences the run-time.

Definition 3.3.1. A non-deterministic Biichi automaton (NBW) is a tuple A = (Q, o, %, 6, @),
where Q is a finite set of states, gy € Q is the initial state, ¥ is a finite alphabet, § : Q x & — 29

is a transition function, and a C @ is a set of accepting states.

Definition 3.3.2. Let @@ be a finite set. The set of positive boolean formulae over (), denoted
B*(Q), is defined inductively as follows:

o true,false € B (Q) and ¢ € BT (Q) for every ¢ € Q.
o If 1,2 € BT(Q) then also @1 A g and @1 V 9 are in BT (Q).
Let Q' C Q and 6 € BT (Q). We say that Q' satisfies 6, denoted Q' |= 0, if z¢/ |= 6, where:
0, if g ¢ Q
2q(q) =
1, ifge @

Definition 3.3.3. An alternating Biichi automaton (ABW) is a tuple (Q, qo, %, §, ), where @,
qo, ¥ and « are as in Definition 3.3.1 and § : Q x ¥ — BT(Q) is a transition function mapping
each state and letter to a positive Boolean formula of states.

Note that, an NBW A = (Q, qo, &, d, @) can be seen as an ABW where 0(q, o) is a disjunction,
for every ¢ € @ and o € X.
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Definition 3.3.4. Let A be an ABW and w = wg, w1, € ¥ be an inifinte-word. A run of
A on w is a tuple (T,r), where T is a tree (see Definition 2.0.3), and r : T — @ is a mapping
from nodes in the tree to states in A, such that the following holds: r(e) = go and for every
node t € T' with children ¢, ..., it holds that {r(t1),...,r(tx)} E 0 (r(t),w‘ﬂ).

A run (T,r) of A on w is accepting if one of the two holds.

o For every infinite path to,¢; ... in T, there are infinitely many 7 with r(¢;) € a.
e Every maximal finite path tg,...,{; ends in a true transition.

We say that w is accepted by A if there is an accepting run of A on w, and denote by L£(.A) the
set of infinite words accepted by A.

It is a known result that NBW and ABW are equivalent in their expressive power.
Theorem 3.3. [42] For every ABW A, there exists a NBW B with L(A) = L(B).

Given an ABW A we denote by nbw (A) an NBW B such that £(A) = £(B), which exists by
Theorem 3.3.

We next present our model-checking algorithm for MultiLTL.

Our model-checking algorithm takes a multi-model M = (M;j,..., My), where M; =
(Si, Ii, Ri, L;) and a MultiLTLyng formula P = Qlmy, ..., QFmp.(m1, ..., m), and constructs
an ABW Ap over 2 = 57 X Sy X - -+ X S, such that a word w € ¥ is in its language, iff the traces
that correspond to the states traversed by the run of Ap on w satisfy the multi-property P.

Let ¥; =51 x S3 x -+ x S;. Note that ¥ = X and ¥ is a unary alphabet. Given a i-tuple
5 € 3; where 5 = (s1,...,5;), we use 5|; to denote s;. Given tuples 51 = (s1,...,5y),52 =
(sh,...,s.,), we use (81,52) = (81,...,5p,8],...,5,) to denote the (n + m)-tuple of their con-
catenation.

We first describe a construction of an ABW for the quantifier-free formula ¢(my,. .., 7).
The construction is by induction on the structure of the formula, as described below. Assume

that Ay, = (Qi, @, %, 86, ;) for i € {1,2}, are the ABWs for the subformulae 17 and 1)s.

o If 9 = an,:
Ay = ({q0}: 90,2, 6,0) where 6(qo, 5) = true if a € Li(5|;) and §(qo, 5) = false otherwise.

o If ¢ = —ag,:
Ay = ({q0}: 90,2, 6,0) where 6(qo, 5) = false if a € Ly(5|;) and d(qo, 5) = true otherwise.

o If ¢ = 1)1 01hy, where o € {V,A}:

Ay = (Q1 8 Q29 {qo}, g0, 2,6, a1 W ) where 6(qo,5) = 01(qg, 5) © 52(q5, 5), and 6(q,5) =
di(q, s) for every g € Q; and i € {1,2}.

o Tf ) = Xeby:
Ay = (Q1 ¥ {q0}, q0,%,9, 1), where §(qo, 5) = qb, and (g, 3) = 81(q, 5) for every q € Q1.
o If Y = 1p1Uo:

Ay = (Q1 8 Q2 W {qo},q0,%,8, a1 W ag), where d(qo,5) = da2(q3,5) V (01(g5,5) A qo), and
5(q7 §) = 5i(q7 E)fOI' every q € QZ
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o If ¢ =Y1RyYy:
AI[) = (Ql W Q2 O] {QO}, q0, 2757 a1 W (0%) W {QO})7 where 5(q07 5) = 52(q87 §) A (51(Q(1)7 §) Vv QO)7
and 0(q, 5) = 0;(q, 5) for every q € Q;.

Now, we describe how to handle quantifiers. When we introduce a quantifier, we restrict
the alphabet of the automaton. Specifically, when introducing the i*® quantifier to the formula
Y = F'm.apy, we restrict the alphabet of the automaton from Yy, = i to ¥y = X;—1. The
idea behind this is that the states for the it" trace, are hidden inside the automaton, and are
not given as its input. We follow a path p in M;, by tracking the states it follows, using the
new component in the tuple that represents a state from S;. In this way, when we reach an
automaton for the entire formula, we can follow the first existentially quantified traces in the

constructed automaton.

o Ifp = Fimahy:
Let nbw (Ay,) = (Q', 40, Xy, 8, ') be the NBW that is equivalent to Ay, , and let M; =
(SZ‘, Ii, Ri, LZ) be the ith model in M.

= ((Q" x Si) ¥{q},q0, Ly, 0,0’ x S;), where

8(qo,5) ={(d',s") | ¢ € 8 (a0, (5,54)), (si,s') € R; and s; € I}
a(( —{ "14q €d(q,(51t) and (t,5) € R;}

After this construction is applied to the first quantifier Q}, the automaton Ap is over a

unary alphabet .

For the universal quantifiers we use the fact that NBWs are closed for complementation [41].

Thus, for ) = =)y, we can use nbw(Ay, ).

o If LZJ = Viﬂ‘i.wl:
Then ¢ is equivalent to —3'm;.—p1, and we set Ay = nbw (Fim;.—1)y).

Similarly to [35], when P begins with an existential quantifier, Ml = P iff L(Ap) is not empty.

The correctness follows directly from the correctness of the original algorithm.

3.3.1 Counterexamples from the Model-Checking Algorithm

In this section, we describe how counterexamples can be obtained from the aforementioned
model-checking algorithm, and for which formulae. Let M = (M, ..., M) be a multi-model,
and T = £L(M).

We first consider a MultiLTL formula P = Qi ... ,Qﬁﬂk.cp, which begins with a sequence of
n existential trace quantifiers. The witness for the satisfaction is a tuple (wq, ..., wy,), such that
for every trace assignment II, if TI(7;) = w; for ¢ € [1,n], then II =7 Qn+17fn+1 .,Q],jﬁk.cp.

Since the construction of Ap starts from the innermost sub-formulae, the n last quantifiers,
for which the construction is applied are the first n quantifiers in the formula Q},...,Q". This

is due to the fact that we apply the construction of the quantifiers in a decreasing order — from
Qg towards Q.
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During each of the constructions for Q7, ... ,Q%, the states of the automaton are labeled by
the states of the models in M, from which a trace is needed by the quantifier. This is done
by the Cartesian product in the construction for existential quantifiers. Thus, each state in
Ap is a tuple (g, sp,...,s1), such that s; € S;, for i € [1,n]. Note that when considering the
automaton A, for ¢ = Qﬁﬂﬂnﬂ e Q’gwk.cp, the states in the automaton do not correspond
to states in the multi-model M. This is due to the fact, that in the construction for universal
quantifiers, a complementation is needed. Similarly, if there are no other quantifiers, the states
in the automaton are independent from the states of the multi-model. Thus, the states of Ap can
be viewd as an (n + 1)-tuple of states, where the first component is a state in the complemented
NBW A,. Due to the nature of the complementation construction, this component does not
correspond to a path in the previously quantified models. Therefore, we can obtain such paths
only for the first (outermost) sequence of existential quantifiers.

Consequently, when M = P, the language of Ap is not empty. Thus, we get a non-emptiness
witness, which is an infinite path (¢%;s2,...,s9),(¢%, sL,...,s}),..., which corresponds to a
word w € L(Ap). Each path p; = s?,s},... is a path in M, for i € [1,n]. By setting each ; to
pi, for i € [1,n], the formula QZT_%T@L.‘J ... Qfmy.p can be satisfied.

Symmetrically, if P begins with n universal trace quantifiers. When M [~ P, we aim to obtain
a counterexample. Since M £ P iff M = =P, we can obtain a witness for the satisfiability of
=P, as described before. This witness a counterezample for the satisfaction of P by M. This
means that a counterezample is a tuple (w1, ..., wy,), such that for every trace assignment II, if

II(m;) = w; for ¢ € [1,n], then II Ay QZEWWH oy Q.
To summarize, we have the following.

Lemma 3.3.5. 1. There is a direct algorithm for model-checking M |= P.

2. Let P € MultiLTL with k quantifiers such that Q; =V for every i € [1,n], let II be an
assignment that respects Ml and T = L(M). If Ml = P then the model-checking algorithm
can also extract a counterexample (w1, ..., wy,) such that w; € L(M;) for every i € [1,n].

Additionally, for every trace assignment I1 such that II(m;) = w; fori € [1,n], it holds that

1
IT ber QP timngr - .. Qe

Intuitively, when Q41 = --- = Q; = 3, (2) means that there is no extension of (wy, ..., wy)

for k traces, from the appropriate models, that satisfies the formula.

Note 3.3.6. Although the model checking algorithm works for every quantification condition,
counterexamples are defined only for the first sequence of universal quantifiers. Since, for ex-
istential quantifiers, there is no natural counterexample in the form of a single word. Indeed,
a counterexample for this case would need to convince the lack of existence of an appropriate

word.

3.4 Compositional Proof Rules for Model-Checking MultiLTL

We present two complementing compositional proof rules for the model-checking problem of
MultiLTL.
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Let M be a k-multi-model, and let P = Q}'7; ... Qim0 be a MultiLTL formula. The rule
(PR) aims at proving M = P, and (PR) aims at proving the contrary, that is, M = —=P. Every
model A; in the rules is an abstraction. Since some models may be multiply quantified, a model
M; may have several different abstractions, according to the quantifiers under which M, appears
in P.

Viely. My, EA; Viels. AiEM; (A,...,Ap) EQimr... Q.
(Mi,...,Mp) = Q7 ... Qim0 (PR)

Vi € Iy. A; ): Mij Vi € I5. Mij |: A; <.A1, c ,.Am> ): ﬂ(@%ﬂ'l .. .Qmﬂm.¢)
(My,..., M) = =(Ql'my ... Qim . ) (PR)

Intuitively, in (PR), we use an over-approximation for every model under V, and an under-
approximation for every model under 3. The rule (PR) behaves dually to (PR) for the negation
of P.

Lemma 3.4.1. The proof rules (PR) and (PR) are sound and complete.

Proof. We first prove for (PR). Let M = (My,..., M) and P = Qilm e Qi (T, )
Completeness: When M = P, we can choose A; = M;; for every i € [1,m], which satisfy all
the requirements.

Soundness: Let A = (A;,...,A,,) such that M, A and P fulfill the premises of the proof
rule. Let II be an assignment for the trace variables, and 1 a sub-formula of P that contains ¢.
Denote T = (L(M1),...,L(My)) and T = (L( A1), ..., L(Ax)).

We show soundness by induction on the number of quantifiers in sub-formulae of P, that if
IT = ¢ then II =1 9.

Base: 9 is quantifier free, this means that ¢ = ¢. Therefore IT =y ¢ iff IT =1 9, since
when there are no quantifiers, the domain does not affect the satisfaction.

Step: Let ¢ = Qinmr.9)' be a formula with m — n + 1 quantifiers, and v’ be its sub-formula
with m — n quantifiers. By the induction hypothesis we know that if IT =/ ¢’ then II =7 /.

o If Qin = 3 then II = Fim.q)’ iff there exists t € L(A;) such that Il[r — t] = .
Since A; = M, the same t is also in £(M;). Therefore, there exists t € £(M;) such that
II[r — ¢] = ¢ which by the induction hypothesis means that there exists ¢t € £(M;)
such that II[r — t] =1 ¢'. By the semantics of MultiLTL, we get that II |=p Jm.1)’.

o IfQin =V then I =1 Vim.y)/ iff for every t € L(A;), it holds that II[r — t] =1 ¢’. Since
M; E A;, for every t € L(M;), it holds II[r — t] =1 ¢'. By the induction hypothesis,
this means that for every ¢ € £(M;), it holds that II[r — ¢] =1 ¢'. By the semantics of
MultiLTL, we get that II =g Vir.y)'.

When ¢ = P, we get that if A =P then M = P as needed.

For (PR), notice that —P = @?m .. .@;mﬂm—\(p, where V = 3 and 3 = V, conforming to
(PR). n
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Chapter 4

Abstraction-Refinement Based

Implementation of the Proof Rules

In this chapter, we present methods for constructing over- and under-approximations using an

abstraction-refinement based approach. We first define the notion of simulation.

Definition 4.0.1. Let My = (S1,11,R1,L1) and Ms = (Sa, 2, Ry, Ly) be Kripke structures
over AP. A simulation from My to My is arelation H C S xSy such that for every (s1, s2) € H:

o Li(s1) = La(s2)
o Forevery (s1,s]) € Ry, there exists a state s, € Sy such that (s2, s5) € Rg and (s}, s5) € H.

If additionally, for every so € I there exists s{, € Io such that (sg, s) € H, we denote My <py
Ms. We denote M1 < My if My <y My for some simulation H.

The following Lemma is a well-known property of a simulation relation.

Lemma 4.0.2. Let M;, My be two Kripke structures such that M; < My. Then M = Mas.

Next, we describe how to construct sequences of over- and under-approximations for a given
model M. Each approximation in these sequences is closer to the original model than its
previous. We later incorporate these sequences in a MultiLTL abstraction-refinement based

model-checking algorithm using our proof rules.

4.1 Constructing a Sequence of Over-Approximations

Given a Kripke structure M = (S,I, R, L) over AP, we aim to construct a sequence of over-
approximations Ag > Ay > --- A > M, where A; 11 is a refinement of A;, which we calculate by
using counterexamples. A counterezample is a word w € L(A;) yet w ¢ L£L(M). By Lemma 2.0.5,

it suffices to consider finite prefixes of w, since there is an index j for which wg, w1,...,w;_1 €
L(Ai) \ LM).
We use a sequence of abstraction functions hyg, ..., hi, each defining an abstract model.

Definition 4.1.1. Let S be a finite set of abstract states. A function h : S — S is an abstraction
function if h is onto, and for every § € S, it holds that L(s1) = L(sz) for every si, s € h™'(3) .

31



Definition 4.1.2. For an abstraction function h : S — 5’, the 33 abstract model induced by h
is Ay, = (5', IR, f/), where [ = {8 | 3sp € I,h(sp) = §}, and for every § € S we set ﬁ(§) = L(s)
for some s such that h(s) = 8.! However, (5,8') € R iff there exist s, s’ € S such that (s,s') € R
for which h(s) = § and h(s") = §

Lemma 4.1.3. Let M = (S,I,R,L) be a Kripke structure and A = (S, IR, IA/) be the 33
abstract model induced by an abstraction function h : S — S. Then, M < Ay,

Proof. Let H = {(s,h(s))|s € S}. We show that H is a simulation relation. Let (s, h(s)) € H.
1. L(s) = L(h(s)) by the definition of abstraction function.

2. Let (s,5') € R, we show that (h(s),h(s')) € R. By definition (h(s),h(s')) € R iff there
exist sy, s € S such that (spq,s),) € R and (sa, h(sam)) € H and (s, h(s')) € H.
Clearly for s = sy and s’ =y, this requirement is fulfilled.

3. Let so € I, by the construction of the abstract model, we know that h(so) € I as needed.

Definition 4.1.4. Let M and M’ be Kripke structures such that M < M’ by a simulation H,
and let r’ = s{,s],... be arun of M’ on w. The run r = s, s1,..., s; is a mazimal induced run
of v’ in M, if for every i € [0, j] it holds that (s;, s;) € H, and for every i € [0, j — 1] it holds that
(siysi+1) € R. Moreover, there is no state s* € S such that (s*,s; ;) € H and (s;,s*) € R. Ifno
such j exists then r is infinite, and for every ¢ > 0 it holds that (s;, s;) € H and (s;, si+1) € R.

In the sequel, we fix a Kripke structure M = (S,I, R, L).

4.1.1 Over-approximation Sequence Construction

Initialization.

Define Sy = {sp | P C AP and 3s € S : L(s) = P}. That is, there is a state in Sy for every
labeling in M. The initial over-approximation Ag is the 39 model induced by hg : S — Sy
defined by ho(s) = sp(s)- Since hg is an abstraction function, by Lemma 4.1.3 we have that

M < Ay.

Refinement.

Let h; : S — 5’1 be an abstraction function. Let A; = (S’i,fi,l?i,f/i) be the 33 model induced
by h;. By Lemma 4.1.3 we have that M < A;. Let w € £L(A;)\L(M) be a counterexample. Let
7y = 80,51... be arun of A; on w, and 7 = sg...,s; be a maximal induced run of M on w.
Since w ¢ L(M), we have that r is finite. We define A;11 to be the 33 model induced by h;t1,
where hit1: S — Siq for Sipq = S; W {§'}, defined as follows, for every s € S.

1], is well defined since by Definition 4.1.1, only equilabeled states are mapped to the same abstract state.
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Figure 4.1: Illustration of Refinements: (a) 33, and (b) V3

>

hi(s), if hl(s) 7& 7
hit1(s) = Q hi(s), if hi(s) = 8; and 3s’ € S such that h;(s') = §;11 and (s,8') € R
§/, if hz(3>

§; and —3s' € S such that h;(s') = §;41 and (s,s') € R

The intuition for the refinement is presented in Figure 4.1 (a). Concrete states are the full
circles and abstract states are the dashed ovals. The purple line is a maximal induced run of
50,581 ... in M, which ends at §;. Since there is an infinite run in the abstract model, we can
split 5; into two abstract states: one that includes all states that can continue to 5.1, and
another that includes all the states with no such transitions. Clearly, the former set includes
only states that are not reachable by the maximal induced run of 3, §1,..., else the induced

run would not have been maximal.

Lemma 4.1.5. For every i € N, for every state § € S;, there exists a state s € S such that
hz(s) = 3.

Proof. By induction on 1.

Base: By construction, for every §p € Sy there exists a state s € S such that L(s) = P, and so
ho(s) = sp.

Step: Assume towards contradiction that there is an abstract state § € 5’¢+1 such that for
every s € S, it holds that h;y1(s) # 8. Since A; fulfills the required property, § ¢ S;. Then §
is the new state §'. Let sp,...,s; be a maximal induced run of M on the counterexample w.
There is no state s' € h; '(3;41) such that (s;,s') € R. Thus, by construction, h;11(s;) = &, a

contradiction. [ ]

The model A; 1 obtained from h;,1 is a refinement of A;, as stated in the following lemma:

Lemma 4.1.6. For every i > 0, it holds that M < A;11 < A;

Proof. According to Lemma 4.1.3, it is left to show is that A;11 < A;. Consider the relation
H C S;11 x S; defined by H = {(3,%) | hi1(8) C hy'(8)}. We show that H is a simulation
relation. Let (8,8') € H:

1. Since h; and h; 11 are abstraction functions, we know that for every concrete states s1, so €
h;1(8), it holds that L(s1) = L(ss) = L(3'). Also for every states s1,s2 € hi;(8), it holds
that L(s1) = L(s2) = L(8). Since h;rll (8) C h; 1(8"), we get that L(3) = L(§).
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2. Let 31 € §i+1 such that (8,8) € RZ-H. This means that there are s,s; € S such that
hit1(s) = 8,hi+1(s1) = &1 and (s,s1) € R. By construction 8 = h;(s1) 2 hit1(s1) = 81,
thus (31,8)) € H as needed. Additionally, (§,38}) € R; by the definition of 33 abstract

structure.

3. Let 8 € I;41. By definition, there exists a state s € I such that hiy1(s) = 8. By con-
struction of the abstract model, hi(s) 2 hir1(s), which means that h(s) € I; and also
(§, hi+1($)) € H. [ |

Following Lemma 4.1.6, we have that M < ... < Ay < Ay. Thus, the refinements get more
precise with every refinement step. Moreover, for i > 0, the model A; is obtained from A;_;
by splitting a state. In a finite-state setting, this guarantees termination at the latest when

reaching A; = A;11.

Lemma 4.1.7. Let M be a Kripke structure and let Ag > Aj--- > M be our sequence of
over-approximations. Then, there exists m € N for which L(Ay,) = L(M).

Proof. In each refinement step 4, the approximation A; is refined. In the process, an abstract
state is split into two abstract states. According to Lemma 4.1.5, there is a concrete state mapped
to every abstract state 5. When |S;| = |S|, every abstract state has exactly one concrete state
mapped to it. Thus, by the definition of 33 induced model, we achieve a model isomorphic to
M. The process terminates when |S;| = |S| or before. If it terminates beforehand, then an
abstraction A,, was reached, which does not require another refinement. This means that there
is no w € L(Ay,) \ LM). Therefore, L(A,) ¢ L(M), and since L(M) C L(A,,), we get that
L(Ap) =LM). |

4.2 Constructing a Sequence of Under-Approximations

Given M = (S,1, R, L) over AP, we construct a sequence of under-approximations Ay, Ay, ...
such that A; < M for every i € N, via a sequence of abstraction functions using counterexamples.
In this case, a counterexample is a word w ¢ L(A), yet w € L(M). Again, we can consider a

prefix of w.

Definition 4.2.1. Given an abstraction function h : S — S‘, the V3 abstract model induced by
his Ay = (S', IR, [A/), where I and L are as in Definition 4.1.2, and (5,8) € R iff for every s € S
such that h(s) = § there exists s’ € S such that (s,s’) € R and h(s') = §.

Notice that the transition relation R of the V3 abstract model might not be total, i.e., there

may exist a state with no outgoing transitions.

Lemma 4.2.2. Let M = (S,I,R,L) be a Kripke structure and A = (5', IR, f)) be the V3
abstract model induced by an abstraction function h : S — S. Then, Ap < M.

Proof. Define H = {(h(s),s) | s € S}. We show that H is a simulation relation. Let (h(s),s) €
H.

1. L(s) = L(h(s)) by the definition of abstraction function.
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2. Let (h(s),8) € R. By the definition of R, for every s; € S such that h(s;) = h(s) there
exists so € S such that (s1,s2) € R and h(sy) = §. Specifically, for s; = s and so =5 € S

this premise holds.

3. Let sg € I, by the construction of the abstract model, we know that h(sy) € I as needed.

4.2.1 Under-approximation Sequence Construction
Initialization.

Let Sy and hg be as in Subsection 4.1.1. We set the initial under-approximation Ag of M to be
the V3 abstract model induced by hg. By Lemma 4.2.2, we have Ay < M.

Refinement.

As in the construction of the over-approximations sequence, we use counterexamples to guide our
refinement. Let A; = (5’1, I, R;, IA/Z) be an V4 abstract model such that A; < M by an abstraction
function h; : S — S;. Let w € £L(M)\ L(A;) be a counterexample. Let r = s¢, s1,... be a run
of M on w, and let 7 = 39, ..., 3; be a maximal induced run of 4; on w. We define 4;;1 to be
the V3 abstract model induced by hi1 : S — Si.1 where Sjy1 = S; W {§}, and where:

hi(S), if hl(s) 75 §j
hit1(s) = Q hi(s), if hi(s) = 8; and 3s’ € S such that h;(s') = h;i(s;j+1) and (s,s') € R
g, if h;(s) = §; and —3s’ € S such that h;(s’) = hi(sj11) and (s,s’) € R

The idea behind this refinement is represented in Figure 4.1 (b). The purple states and lines
represent the run in M. Note that in §; there is a red state with no transition to states in
hi(sj+1). Thus there is no V3 abstract transition from 5; to h;(s;41). To add such a transition,
we split §; into two states: one with all states that have a transition to a state in h;(s;41), and
another with all states that have no such transition. As a result, A;11 includes a V3 transition
from 3; to h;(sj41).

As a result of Lemma 4.2.2, and since h; is an abstraction function for every ¢ € N, we get
that the sequence of under-approximations Ay, A1, ... fulfills that A4; < M, for every ¢ € N.
Note that this is different from the over-approximation case, since we do not guarantee that
the abstractions get more precise after every iteration. This property does not hold, since by
splitting an abstract state §, transitions entering § in .4; might not be present in A4; 1. However,
since the number of states increases by each refinement, we can still guarantee termination, in

a similar manner to over-approximations.

Lemma 4.2.3. For every i € N, for every state § € S; there exists a state s € S such that

Proof. Base: By construction, for every S§p € Sy there exists a state s € S such that L(s) =P,
which means that ho(s) = §p.
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Algorithm 4.1 Abstraction-refinement based MultiLTL model-checking
Input: M = (My,...,. M), P=Qlm ... Qlm,.0(m1, ..., T)
Output: M |= P?

1: A;B = iNniT1ALIZE(M, P)
2: while true do
3:  res = MMC(A,P)

4:  if res == true then

5: return M P

6: else

7: (wi,...,wy) = GET__CEX(A,M, PR)
8: A = REFINE((wy,...,wy), A)

9: end if

10:  res = MMC(B, -P)

11:  if res == true then

12: return M £ P

13:  else

14: (wy,...,w,) = GET__CEX(B, M, PR)
15: B = REFINE((w1, ..., wy) ,B)

16:  end if

17: end while

Step: Assume towards contradiction that there is an abstract state § € 5’¢+1 such that for every
s € S, hit1(s) # 5. Since A; fulfills the required property, § ¢ S;. This means that § is the
new added state §. Let sg,...,s; be a maximal induced run of M on a word w € £(A;), which
caused the refinement to A;11. Denote the run of A; on w by 8¢, 81, .... Since a refinement was
performed on A;, we get that there is some state s € h; '(3;) and s’ € S such that (s,s') ¢ R
and h;y1(s") = h(sj41). Thus, by construction of A; 1, we get that h;y1(s) = §, which achieves

the contradiction. [ ]

For finite models, this guarantees termination of the refinement, similarly to the over-

approximation case.

Lemma 4.2.4. Let M be a finite-state Kripke structure and let Ag < Ay--- < M be our
sequence of under-approzimations. Then, there exists m € N for which L(A,) = L(M).

Proof. Identical to the proof of Lemma 4.1.7. |

4.3 Abstraction-Refinement Guided Model-Checking

Following Section 4.1 and Section 4.2, we present an abstraction-refinement inspired approach
for model-checking multi-properties. We are given a MultiLTL formula P = Qirmy ... Q"m0
and a multi-model M = (M, ..., M,,) over AP. The model-checking procedure for M |= P is
described in Algorithm 4.1, which we detail next.

The procedure MMC(M, P) performs model-checking as per Lemma 3.3.5 (1) and returns
true if M = P, and false otherwise. REFINE refines every approximation 4; for which there is

a counterexample w; in the vector (wq,...,wy,) of counterexamples.
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Initialization.

In INITIALIZE (Line 1), for every model M; such that Q! = V, we initialize abstract models A; and
B; as described in Section 4.1 and Section 4.2, respectively. Each A; is an over-approximation of
the model M;, and each B; is an under-approximation. For every model M; such that Q! = 3,
we initialize abstract models A; and B; as described in Section 4.2 and Section 4.1, respectively.
This means that one of them is an over-approximation and the other is an under-approximation
for the same model. Thus, B; < M; < A; for every i € Iy and A; < M; < B; for every i € I3.
In Algorithm 4.1, A = (A;,...,A,) is used for (PR) and B = (By,...B,) for (PR).

Abstraction-refinement.

Lines 3-8 apply the rule (PR). When reaching line 3, it is guaranteed that M; < A; for every
i € Iy and A; < M; for every i € I3. Thus, we try to apply (PR). We model-check A = P
(Line 3). If the result is true, then by the correctness of (PR), we have M = P (Line 5).
Otherwise, A [~ P. As noted in Section 3.3, for .A; where i € I3, no single word counterexample
can be obtained from the model-checking. Instead, we call GET_CEX (Line 7), which returns
a sequence of words that lead to more precise abstractions. For (PR), GET CEX returns an
arbitrary w; € L(M;) \ L(A;) for every i € Iy and an arbitrary w; € L£(A;) \ £L(M;) for every
i € I3. For (PR), GET_ CEX behaves dually on B for Iy and I5. If for some i such a word w; does
not exist, GET__CEX returns null as w;. REFINE uses (wi,...,w,) to refine each abstraction
in A as described in Section 4.1 and Section 4.2, obtaining closer abstractions to the original
models.

Lines 10-14 apply the rule (PR). When we reach line 10, it is guaranteed that B; < M; for
every i € Iy and M; < B; for every i € I5. Thus, we try to apply (PR) in a similar manner
as before. We model-check B = —P. If the result is true, then by the correctness of (PR), we
have M |= =P which implies M [~ P. Otherwise, we call GET CEX (Line 14) and refine B using
(wi, ..., wy) (Line 15).

In the worst case, all approximations converge to their respective models (as per Lemma 4.1.7
and Lemma 4.2.4), upon which no further counterexamples are found. Therefore, the run is
guaranteed to terminate. Of course, the run terminates much earlier in case that appropriate
approximations are found.

Correctness follows from the correctness of (PR) and (PR). Hence, we have the following.

Lemma 4.3.1. Algorithm 4.1 terminates with the correct result.

Proof. In each iteration, either we terminated with M = P, M [~ P or find a counterexample.
In the case of counterexample, at least one of the over-approximations or under-approximations
is refined, either from A or B. Since we cannot refine an abstract model A; and B; more than
|M;]| times each, after at most 2 - i |M;| refinements, A; = M,; and B; = M; for every
i € [1,n]. Then, the output is as pé;fi)rming model-checking on the original models, since no
counterexamples can be found. Thus, the answer at this point must either be M =P or M = P
(Lines 5,12).

Correctness follows from the correctness of the model-checking procedure and the correctness

of the proof rules. |
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Figure 4.2: Example: Model-Checking for (M, M3) =P

Example.

Consider M1, My (Figure 4.2) and P = V73?7, G(pr ® Xpr ® XXp,) A G(pr — qr), where @
denotes XOR. For brevity, we ignore B since (M1, M3) = P. When running Algorithm 4.1 for
(M1, Ms) |= P, we first construct A, A9 as over- and under-approximations of M7, My, respec-
tively (Figure 4.2). Then, we check whether (A}, A9) = P. This does not hold, and MMC returns
counterexamples (Dpf“, 0g”’). We refine the abstractions according to these counterexamples.

Next, we find the maximal induced run of @p@* in M;, which is the path 1,2,3,1.1. Since
the path for Opf* is 4, 5,4, 4% in A?, we need to refine the state 4 in AJ. By similar analysis of
(g, state 8 is to be split in AJ. Thus, we split state 4 from A to states 6,7 in A}. In AY, we
split state 8 to states 9,10 in AL. Then, model-checking <A%,A%> = P, passes, and we return
(M1, M3) =P.

4.4 Counterexample Guided Model-Checking Using (PR)

Algorithm 4.1 is guided by the difference between the abstract models and the original mod-
els. We now consider the V*3* fragment of MultiLTL. By Lemma 3.3.5, when model-checking
V*I*MultiLTL fails, we can get counterexamples for the models under V. We use these coun-
terexamples to further improve our model-checking scheme for this fragment.

We are given a V*3*MultiLTL formula P = V%m .. .Vgﬂkﬂiﬂ ...3%m,.0 and a multi-model
M = (Mj,...,M,;) over AP as input. Our model-checking procedure is described in Algo-
rithm 4.2.

The procedure MMC(M, P) performs multi-property model-checking, and returns (true, 0) if
M | P, and otherwise returns (false, cex), where cex is a counterexample vector (wq, ..., wg)
such that w; € L(M;) for every ¢ € [1,k| and there are no w; € L(M;) for i € [k + 1,n] such
that (wi,...,w,) = P, as per Lemma 3.3.5 (2). We fix every A; under 3 to be M;. Thus,
it is guaranteed that the model-checking failure is not caused by words that are missing from
the under-approximations, yet do exist in the concrete models. A counterexample w; from
(wi,...,wg) is spurious if w; € L(A;) yet w; ¢ L(M;). That is, w; cannot serve as proof that
M [~ P. REFINE refines every approximation \4; for which there is a tuple (i, w;) in spuriousList,

the list of spurious counterexamples, by removing w; from A;.
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Algorithm 4.2 CEGAR-based V*3*MultiLTL model-checking

Input: M = (M1,...,My), P=Vim .. Vim 3 3w, ... ).
Output: M | P?

1: A = INITIALIZEV*3* (M, P)

2: while true do

(res,cex) = MMC(A, P)

if res == true then
return M P

end if

spuriousList = SPURIOUS(cex, M)

if ISEmMPTY (spuriousList) then
return M £ P

10:  end if

11: A = REFINE(cex, spuriousList, A, M)

12: end while

Initialization.

In INITIALIZEV*3* (Line 1), for every model M; such that Qﬁ =V, we initialize an abstract
model A; as described in Section 4.1. For every model M; such that Q! = 3, we fix A; to be
M,;. Thus, M; < A, for every i € [1,k] and A; < M; (trivially) for every i € [k + 1,n].

Model-Checking.

When we reach line 3, it is guaranteed that M; < A; for every i € Iy (and A; < M; for
every i € I3, since A; = M;). Thus, we try to apply the proof rule (PR), and model-check
(Ai,..., An) = P (Line 3) by running MMc. If the result is true, then by (PR), we have M = P

(Line 5). Otherwise, we get a counterexample vector of the form (wy,...,wy).

Counterexample Analysis.

(Lines 6-9). The procedure SPURIOUS iterates over the words in the counterexample (wy, ..., wg),
and returns a list of tuples (i,w;) such that w; ¢ L£L(M;). Note that since (wi,...,wg) is a
counterexample, it holds that w; € L(A;) for every ¢ € [1,k]. Thus, every w; in the list of
(i,w;) is spurious. If there are no spurious counterexamples, then we return M (= P (Line 8).

Otherwise, we refine the approximations based on the spurious counterexamples.

In the worst case, the run iterates until M; = A; for every i € [1,n], in which case there are

no spurious counterexamples. Hence, we have the following.

Lemma 4.4.1. Algorithm 4.2 terminates with the correct result.

Proof. In each iteration, either we terminated with M = P or find a counterexample. In the case

of counterexample, one of the over-approximations is refined. Since we cannot refine an abstract
model A; more than |M;| times for i € [1, k], after at most Z | M| refinements, A; = M; for

€ [1,k]. Then, the output is as performing model—checkmg on the original models. Thus, the

answer at this either be M = P or a non-spurious counterexample.
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Correctness follows from the correctness of the model-checking procedure and the correctness

of the proof rule. [ |

Algorithm 4.2 improves Algorithm 4.1 in several ways. First, in order to compute the coun-
terexamples there is no need to complement the models, to achieve a counterexample, which
comes with an exponential price. Second, the counterexamples are provided by the model-
checking process. As such, they are of “higher quality”, in the sense that they take into account
the checked property and are guaranteed to remove refuting parts from the abstractions. This,

in turn, leads to faster convergence.
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Chapter 5
Multi-Properties for Finite Traces

We now consider models whose traces are finite. This setting is natural, for example, when
modeling terminating programs. In this case, a model is a finite-word language, and hyperprop-
erties can be expressed by nondeterminisitic finite hyperautomata (NFH) [16]. To explain the

idea behind NFH, we first review nondeterministic automata.

Definition 5.0.1. A nondeterministic finite-word automaton (NFA) is a tuple (3, @, Qo, 0, F),
where ¥ is an alphabet, () is a nonempty finite set of states, Qo C Q is a set of initial states,

F C (Q is a set of accepting states, and § C Q X ¥ x Q is a transition relation.

Given a word w = 0109 - -0y, Over X, a Tun of A on w is a sequence of states qo,q1,. .., Gn,
such that gy € Qo, and for every i € [1,n], it holds that (g;_1,04,¢;) € §. The run is accepting if
qn € F. The language of A, denoted L(A), is the set of all words on which A has an accepting
run. A language L is called regular if there exists an NFA such that £(A) = L.

An NFA A is called deterministic (DFA) if |Qo| = 1, and for every ¢ € @ and o € X, there
exists exactly one ¢’ for which (¢, 0,q") € 6. It is well-known that every NFA has an equivalent
DFA.

We now turn to explain NFH. An NFH P consists of a set of word variables, an NFA nfa (P)
that runs on words that are assigned to these variables (which is akin to the unquantified LTL
formula in a HyperLTL formula), and a quantification condition that describes the requirements
for these assignments (which is akin to the quantifiers in a HyperLTL formula). Thus, NFH can
be thought of as the regular-language counterpart of HyperLTL.

Definition 5.0.2. A nondeterministic finite-word hyperautomaton (NFH) P is a 7-tuple
(3, X,Q,Qo, F,d,a) where X = {x1,..., 21} is a finite set of word variables, a = Qqz1 ... Qpzy
is a quantification condition s.t. Q; € {V, 3} for every i € [1,k] and nfa (P) = (£,Q, Qo, 4, F) is
an NFA, where 3 = (XU {#})X . This means that every letter in ¥ is a mapping from every
variable in X to a letter in 3.

We call nfa(P) the NFA induced by P. Intuitively, nfa(P) is an NFA that recognizes all
k-tuples of finite words that satisfy P.

We now define the notion of acceptance by an NFH.
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Definition 5.0.3. Let (w1, ..., wy) be a tuple of words, m = max{|w;|} and P be an NFH. A
(2

run of nfa (P) over (w1, ..., wy) is a run over a word w € ((E W {#})kyk of length m, in which

for each ¢ € [1,m], w; = {(w1) - (wk);,, }, where (w;); is the §™ letter in the word w; if

P
|w;| > 7 and # otherwise. That is, the run of nfa (P) that matches assigning the letters of w; to
x;, and uses # as a padding at the end of w; when |w;| < m.

We denote (w1, ..., wg) € L(nfa(P)) if the run of nfa (P) over (wy,...,wy) is accepting.

Ezample 5.0.4. Let P be an NFH with X = {1, 22,23} and let w; = aa, we = b and w3 = aaa

be words over ¥ = {a,b}. A run of nfa (P) over (wq,ws,ws3) is a run of nfa (P) over the word

w = {a:vl , ba:27 ax3}{ax17 #xga ax3}{#x17 #$27a1‘3}'

Let S C X* be a language and let v : X — S be an assignment of the word variables of
P with words in S. We denote by v[z — w] the assignment obtained from v by assigning the
word w € S to x € X. We represent v by the word (v) = (v(z1),...v(x)). We now define the
acceptance condition of a language S by an NFH P. We first define the satisfaction relation |=

for .S, P, a quantification condition «, and an assignment v : X — S, as follows:
o For o = ¢, we write S |=, (o, P) if (v) € L(nfa (P)).
o For a = 3w/, we write S |=, (o, P) if there exists w € S, such that S =y, (o, P).
o For a = Vo, we write S |=, (a, P) if for every w € S, it holds that S =y, ) (&, P).

Since the quantification condition of P includes all x € X, the satisfaction is independent of

the assignment v, and we denote S = P, in which case, we say that P accepts S.

Definition 5.0.5. Let P be an NFH, the hyperlanguage of P, denoted L(P), is the set of all
languages accepted by P.

We demonstrate NFH and their acceptance conditions with an example.

Ezample 5.0.6. Consider the NFH A in Figure 5.1 (left) over the alphabet ¥ = {a, b} and two
word variables z and y. The NFA part nfa(A) of A reads two words simultaneously: one is

assigned to x and the other to y. Accordingly, the letters that nfa (A) reads are tuples of the

/
Yy

and y. The symbol # is used for padding at the end if one of the words is shorter than the other.

form {o,, 0!}, where o is the current letter in the word that is assigned to z, and similarly for ¢’
In the example, for two words w1, we that are assigned to x and y, respectively, nfa (A) requires
that (1) wy,wy agree on their a positions, and (2) once one of the words has ended, the other
must only contain b letters. Since the quantification condition of A is VzVy, in a language S
that A accepts, every two words agree on their a positions. As a result, all the words in .S must
agree on their a positions. The hyperlanguage of A is then the set of all finite-word languages

in which all words agree on their a positions.

Notation. Let wy,...,w; be k words in (¥ U {#})* and P an NFH with k quantifiers in a. We
denote (w1, ..., wg) =P if 0 =, (¢, P), where v(z;) = w; for every i € [1,k].
Note that since the quantification condition is €, we can substitute () with every language over

(XU {#}).
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{Tx-*y}- {reqx, grty}

Figure 5.1: The NFH A (left) and the MNFH B (right).

Definition 5.0.7. The model-checking problem for NFH is to decide, given a language S and
an NFH P, whether P accepts S, in which case we denote S = P.

When S is given as an NFA, the model-checking problem is decidable (albeit, as for HyperLTL,
by a nonelementary algorithm) [16].

5.1 Multi-Languages and Multi-NFH

As in the case of models with infinite traces, we generalize languages and NFH to multi-languages
and multi-NFH (MNFH). Thus, a multi-language is a tuple S = (51,52, ... Sk) of finite-word
languages, and an MNFH A is an NFH with indexed quantifiers.

Definition 5.1.1. A multi-NFH (MNFH) is a tuple (3, X, Q, Qo, F, d,a) where ¥, X, Q, Qo, F
and ¢ are as in Definition 5.0.2, and a = ’f:zl . szxk is a quantification condition, where
Q;-j € {Vv,3} and i; € [1, k] for every j € [1,k].

The NFA induced by P is denoted nfa (P) and defined similarly to Definition 5.0.2.

Intuitively, the semantics are similar to that of Chapter 3, i.e., a quantifier Q° in the quan-
tification condition of A refers to S; (rather than all quantifiers referring to the same language
in the case of standard NFH).

Let S = (S1,. .., Sk) be a multi-language where S; C ¥* for every i € [1,k],and v : X — S be
an assignment of the word variables of P to words in S = ErJf:OSZ-. We now define the acceptance
condition of a multi-language S by an MNFH P. We first define the satisfaction relation |= for

S, P, with a quantification condition «, and an assignment v : X — LﬂfZOSi, as follows:
o For a = ¢, we denote S |=, (o, P) if (v) € L(nfa (P)).
o For a = J'z;ja/, we denote S =, (a, P) if there exists w € S;, such that S Fole;—w) (@, P).
o For a = Vizja/, we denote S |=, (o, P) if for every w € S;, it holds that S Fole;—w) (@, P).

As before, the satisfaction is independent of the assignment v, and we denote S | P, in

which case, we say that P accepts S.

Definition 5.1.2. Let P be an MNFH. The multi-language of P, denoted L(IP), is the set of all
multi-languages accepted by P.

We consider multi-languages that consist of regular languages. We can express such a multi-
language (L1, Lo, ..., L) by a tuple M = (M1, Mo, ..., My) of NFAs, where £L(M;) = L; for
every i € [1,k]. We call Ml a multi-NFA (MNFA).
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Definition 5.1.3. The model-checking problem for MNFH is to decide, given a multi-language
S and an MNFH P, whether P accepts S. In which case, we denote S = P.

We define the model-checking problem for MNFA accordingly, and denote M = P if an
MNFH P accepts L(M).

Ezample 5.1.4. Consider an MNFA (S, C'), where S models a server and C' models a client, and
the MNFH B of Figure 5.1 (right) over ¥ = {req, grt, 7}, where req is a request sent to the
server, grt is a grant given to the client and 7 is a non-communicating action.

The multi-model (S, C) satisfies B iff for every run of S there exists a run of C' such that
every request by C' is eventually granted by S. This means that the server does not starve the

client.

From now on, we assume without loss of generality, in a similar manner to Note 3.2.3, that
the quantification conditions of the MNFH that we consider are of the form Qlz;Q3xzs. .. ink.

5.2 Equivalence of MNFH Model-Checking and NFH Model-
Checking

We now show that the model-checking problem for MNFH is equivalent to the model-checking
problem for NFH.

For the first direction, in a similar manner to Theorem 3.1, a language S is accepted by an
NFH P iff (S) is accepted by the MNFH P obtained from P by indexing all quantifiers in the

quantification condition of P by the same index 1, as shown by the following lemma.

Theorem 5.1. The model-checking problem for NFH is reducible to the model-checking problem
for MNFH.

Proof. Let M = (3,Q, Qo,0, F') be an NFA and P = (3, X, Q, Qo, F, §, &) be an NFH. Consider
the multi-NFA M = (M) and the MNFH P = (X, X, Q, Qo, F, 6, 3), where (3 is the same as
a, but with every quantifier Q; replaced by Q}. Denote S = L(M), and S = (£L(M)) and let
v : X — ¥X* an assignment. By induction on the number of quantifiers in «, we show that
S o (0, P) HES -, (8,P).

Base: When a = ¢, also f = e. Thus, S =, (a,P) iff (v) € L(nfa(P)). By the definition
of P, it holds that nfa (P) = nfa (P). Thus (v) € L(nfa(P)) iff (v) € L(nfa(PP)). This holds iff
S v (8,P).

Step: Assume that @ = Qz.o/. By the construction, 3 = Q'z.5’. Consider the different
options for Q:

¢« Q =3, then S =, (a,P) iff there exists w € S such that S |=,,_,, (/,P). By the
induction hypothesis this holds iff there exists w € S such that S |= ;| (8',P). By the
definition of 3! and S, this holds iff S |=, (5, P).

¢« Q =V, then S &, (a,P) iff for every w € S it holds that S =,z (¢',P). By the
induction hypothesis this holds iff for every w € S it holds that S |5, (8',P). By the
definition of V! and S, this holds iff S =, (3,P).
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Thus, we can conclude that M |= P iff M = P. |

We now proceed to the second direction. The idea of the proof is similar to the reduction
from MultiLTL model-checking to HyperLTL model-checking (Theorem 3.2). We aim to construct
an NFA that contains all the NFAs in the multi-NFA, with their corresponding index. Then, we
change the MNFH to an NFH, such that it refers also to the indices and the semantics of the

acceptance condition.

Definition 5.2.1. Let M = (£,Q, Qo, 9, F) be an NFA. The indexed NFA of M is ind; (M) =
(2i,Q,Qo, 6, F), where ¥; = X x {i} and (q, (0,1),q’) € d; iff (¢,0,¢") € § for every ¢,¢' € Q
and o € X.

Let w € ¥* be a word such that w = oy, ...0k. The indexed word of w, denoted ind; (w), is

(J(), 1) cee (Jk, l)
Corollary 5.2. By Definition 5.2.1, it holds that w € L(M) iff ind; (w) € L(ind; (M)).

Definition 5.2.2. Given a tuple of words (wq,...,wg), the indexed tuple of (wn,...,wg) is
ind ((wn, ..., wg)) = {inds (wn) ... ind ().

The following theorem describes the reduction from MNFH model-checking to NFH model-
checking.

Theorem 5.3. Let P be an MNFH, and let M = (M, ... My) be an MNFA. Then there exist
an NFA M and an NFH P such that M | P iff M = P.

Proof. Let M = (M, ..., My) be a multi-NFA, where ind; (M;) = (Z;,Q;, QF, 0, F;), and
P= (¥, X,Q,Qo,F,da) be an MNFH with a = Qiz; ... Qfz). Denote ¥ = Wk |3,

Define M = (X, Wk, Q;, Wk, Qi wh_,5;,wk_| F}). By Corollary 5.2, w € £L(M;) iff ind; (w) €
L(M). Therefore, we can use the index of the letters to determine which NFA they originated
from.

Define P = (%, X, Q W {g+}, Qo, F' W {¢s}, 0x, 5), where [ is as o without the indices on the

quantifiers and g, is a fresh accepting state. The transition relation ¢, is defined as follows:

1. For every ¢,q € Q and every letter set 6 = {(71961 yenn ,akzk} e
Let ind (6) = {(01,1)2,,-- ., (0%, k), }. We define (g,ind (6),q") € d, iff (¢,6,¢") € 6.

2. For every g € Qo and every letter set 6 = {01, ;... ,kak} € 3, we define
(¢, {(o1,01)21s- - (Oksk)ay }» Gx) € O iff ij # j for some j € [1, K.

3. (g, 0%, qs) € 04, for every letter-set o* = {aig1 - ,U,’:%} e,

Intuitively, (1) means that for every k-word (wq, ..., wy) accepted by nfa (P), its indexed k-word
ind ((wi,...,wy)) is accepted by nfa (P). (2)+(3) mean that when x; is assigned to a word not
in M;, the NFA nfa (P) transitions into the accepting sink g.

Denote S = (L(My),...,L(M})) and S = L(M). By induction over the number of quanti-
fiers in a, we prove that for every assignment v that respects S, and ind (v) that respects M, it
holds that: S =, (o, P) iff S Fing(wy (8, P).
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Base: By the construction, we get that for every (wy,...,wy) such that w; € £(M,;), it holds
that (wy,...,wg) € L(nfa (P)) iff ind ({(w1, ..., wg)) € L(nfa (P)).
Step: Let a = Qiz;.a/, therefore, 8 = Q;z;.q.

o If Qi = 3, then S |=, (a,P) iff there exists w € £(M;) such that S Folzimw] (@, P). By
the induction hypothesis this holds iff that there exists w € L(M;), such that
S FEind (v)[zi—sind; (w)] (B,P). By the construction of P, this means that there exists w' €
L(M), such that S Findw)z—w) (B';P), which by the semantics of MNFH holds iff

S |:ind(v) (ﬁv P)

o IfQ) =V’ thenS |=, (a, P) iff for every w € L(M;) it holds that S |=, [, ) (o/,P). By the
induction hypothesis this holds iff for every w € £(M;) it holds that S Fing(v)[z;—ind; (w)]
(B',P). By the construction of P, it also holds that S’ Find(v)[z;—ind; (w)] (8',P) for every w €
(X' U {#})* and j # i. Therefore, for every w € L(M;) it holds that S Find(v)[wi—sind;(w)]
(8, P) iff for every w € L(M) it holds that S Fing(v)[z;—w] (8, P), which by the semantics
of MNFH holds iff S Fina() (8,P).

Therefore, M = P iff M |= P as required. |

The construction in the proof of Theorem 5.3 uses an alphabet whose size is polynomial in
the original alphabet. The model M that we construct is linear in the size of M, and the state
space of P is linear in that of P. However, since the size of the alphabet is larger, and the letters

of P are set-letters, there may be exponentially many transitions in P compared with P.

5.3 Direct Algorithm for MNFH Model-Checking

In this section, we describe a direct algorithm for model-checking MNFH, which is based on the
algorithm for model-checking NFH in [16]. Additionally, when M (£ P, it is possible to extract

a counterexample (wi, ..., wg) when Q; =V for ¢ € [1,k], in a similar manner to Lemma 3.3.5.

Lemma 5.3.1. There is a direct algorithm for model-checking MNFH.

Proof. Let M = (M, ..., M) be a multi-NFA, where M; = (%, P;, P?, p;, F;) for every i, and
let P= (2, {z1,...,2:},Q, Qo, F,6,Q1 ... Q’,g) be an MNFH. Note that we assume, without loss
of generality, that every NFA M; is quantified exactly once, similarly to the MultiLTL case.

We first extend the alphabet of each M; to X U{#}, and extend its language to L(M;)-{#}*.
This can be done by adding a new accepting state g4 and transitions labeled # from every
accepting state (F'U {g4}) to it. We describe a procedure for deciding whether M = P.

For the case that k = 1, if a = 3'xq, then M = Piff L( M) € L(P) iff L(M1)NL(nfa (P)) # 0.
Otherwise, if @ = Vlzy, then M | P iff L(M;) € L(P) iff L(M,) ¢ L(P), where P is the NFH
for £L(P) (the complementation construction is found in [16]). The quantification condition for
P is 3z, conforming to the base case.

For k > 1, we construct a sequence of NFA Ay, Ax_1..., A1 as follows. Initially, Ay =
nfa (P). Let A; = (X4, Qs, @Y, 6i, Fi).

If Q; = ¥ , then we construct A;_; as follows. The set of states of A;_1 is Q; x P;, and the
set of initial states is Q? X Pio. The set of accepting states is F; x F;. For every (g i> q) €
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; MNeoiz, }
and every (p BN p') € pi, we have ((¢,p) —— (¢/,p’)) € di—1. We denote this construction

by M; Ny, A;. Then, A;_1 accepts a word assignment v iff there exists a word u € L(M;), such
that nfa (A;) accepts (v U {x; — u}).

If Q; = V¢, then we set A;_1 = M; N;, A; Notice that A; 1 accepts a word assignment v iff
for every u € L(M,;), it holds that nfa (A;) accepts (v U {z; — u}).

Let P; be the MNFH whose quantification condition is «; = Q%xl(@%xg ce Qg:vi, and whose
underlying NFA is A4;. Then, according to the construction of A;_;, we have that M = P; iff
M E P;_;.

The NFH P; has a single variable, and we can now apply the base case. |

5.4 Compositional Proof Rules for Model-Checking MNFH

We present an adaptation of the proof rules (PR) and (PR) for automata.

Let M = (Mj,..., M) be a multi-NFA, and let P = (¥, X,Q, Qo, F,d,«) be an MNFH
with a = Qlfxl oo .Qimy,,. Similarly to Section 3.4, the rule (PR4) aims at proving M = P,
and (PRy4) aims at proving the contrary, that is, M = —P. Every model A; in the rules is
an abstraction. Since some models may be multiply quantified, a model M; may have several
different abstractions, according to the quantifiers under which M; appears in a.

Denote P = (3, X, Q, Qo, F, 6, 3), where 8 = Qlzy ... QM.

Vi € Iv. ./\/lij }: .Al Vi e I5. .Az |: ./Vlij <.A1,...,.Am> |: P

ViEIv. AZ ):Mij ViEIg.Mij ):AZ <A1,...,Am> ’:@
<M177Mk§> ):F (PRA)

Lemma 5.4.1. The proof rules (PRa) and (PR4) are sound and complete.

Proof. The proof is similar to the proof of Lemma 3.4.1, since the correctness of our rules stems

only from the semantics of the quantifiers. |
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Chapter 6

Learning-Based Multi-Property
Model-Checking

We describe how to use automata learning to find approximations according to the proof rules
(PR4) and (PR_4) described in Section 5.4, for the multi-models of MNFA and multi-properties
of MNFH of Chapter 5. The L* algorithm [3] is a learning algorithm that finds a minimal
DFA for an unknown regular language U. We exploit the fact that MNFAs consist of regular
languages to introduce an L*-based algorithm for constructing approximations for the languages
in the MNFA and for model-checking MNFH. To explain the idea behind our method, we first
describe the L* algorithm.

The L* algorithm.

L* consists of two entities: a learner, whose goal is to construct a DFA for U, and a teacher,
who helps the learner by answering membership queries — “is w € U?”, and equivalence queries
— “is A a DFA for U?”. In case that £(A) # U, the teacher also returns a counterexample: a
word which is accepted by A and is not in U, or vice versa.

The learner maintains an observation table T that contains words for which a membership
query was issued, along with the answers the teacher returned for these queries. Once T fulfills
certain conditions (in which case we say that T is steady), it can be translated to a DFA Ap
whose language is consistent with 7. If £L(A7) = U then L* terminates. Otherwise, the teacher
returns a counterexample with which the learner updates T', and the run continues.

In each iteration, the learner is guaranteed to steady 7', and L* is guaranteed to terminate
successfully. The sizes of the DFAs that the learner produces grow from one equivalence query
to the next (while never passing the minimal DFA for U). The runtime of L* is polynomial in
the size of a minimal DFA for U and in the length of the longest counterexample that is returned
by the teacher.

The main idea behind learning-based model-checking algorithms is to use the candidates
produced by the learner as potential approximations. Since these candidates may be significantly
smaller than the original models, model-checking is accelerated.

We first introduce our algorithm for the general case, in which L* aims to learn the models

themselves. Then, we introduce an improved algorithm in case that the quantification condition
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is of the type V'3%, in which case we can both define stronger learning goals, and use the

counterexamples provided by the model-checker to reach these goals more efficiently.

6.1 Learning Assumptions for General Multi-Properties

Consider an MNFA M = (M, My, ... My), and an MNFH P with a quantification condition
a = Qlz1Q3zs-- -Q’,j,xk. Algorithm L gy, described in Algorithm 6.1, computes an over-
approximation for every M; under V, and an under-approximation for every M; under 3. It
does so by running L* for every M; in parallel, aiming to learn M;. Thus, the learner maintains
a set 11,...T} of observations tables, one for every M;. Whenever all tables are steady, the
learner submits the DFAs Arp,,... A, that it produces as candidates for the approximations
via an equivalence query. The result of the equivalence query either resolves M = P according
to (PR4) and (PR4), or returns counterexamples with which the learner updates the tables to
construct the next round of candidates.

In Algorithm 6.1, The methods INITIALIZE and STEADY are learner functions used for initial-
izing an observation table, and reaching a steady observation table, respectively. The method
ADDCEX updates the table when a counterexample is returned from an equivalence query.

Handling membership queries is rather straightforward: when the learner submits a query
w for an NFA M;, we return true iff w € £(M;). We now describe how to handle equivalence

queries.
Equivalence Queries.

The learner submits its candidate A, which includes its set of candidates. We first check that they
are approximations for (PR4), by checking whether M; = Ar, for every over-approximation
and Ar, = M, for every under-approximation.

If all checks pass, then we model-check A = P. If the check passes, we return M |= P. If the
candidates are not approximations for (PR4) but are approximations for (PR 4), we model-check
A | —P. If the check passes, we return M - P.

If none of the above has triggered a return value, then there exists at least one candidate
A; such that L£(A;) # L£(M;). We can locate these candidates during the over- and under-
approximation checks, while computing a word w € £(M;)\ L(A;) (in case that we found .4; not
to be an over-approximation), or a word w € £(A;) \ £(M;) (in the dual case). We then return
the list of counterexamples according to the candidates for which we found a counterexample.

Since L* is guaranteed to terminate when learning a regular language, Algorithm 6.1 is
guaranteed to terminate. The correctness of (PR 4) and (PR 4) guarantee that L} \py terminates
correctly at the latest after learning M (and terminates earlier if it finds smaller appropriate

approximations).

Lemma 6.1.1. Algorithm 6.1 terminated with the correct result.

Proof. Correctness: The only two possibilities for outputs are M = P (Algorithm 11) and
M = P (Algorithm 13). According to the equivalence query algorithm, we determine that
M = P only when we can apply (PR 4) on A, P, which is sound by the correctness of the proof
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Algorithm 6.1 L{\py

Input: M = (My,..., My), P with a = Qlmy ... Qfmy.
Output: M | P?

1. INITIALIZE(TY, . .. T))

2: while true do

3. forie[l,k] do

4: T; = STEADY(T;)

5: Construct Az, from Tj
6: end for

T AZ(ATl,AT2,...ATk>

8:  (CexList,pass) = EQUIV(A, M, P)
9: if CexList == null then
10: if pass then

11: return M = P

12: else

13: return M [~ P

14: end if

15:  end if

16:  for (wj;,i) € CexList do
17: ADDCEX(T;, w;)

18: end for
19: end while

rules. Similarly, we determine that M [~ P only when we can apply (PR4) on A, P, which is
sound by the correctness of the proof rules.

Termination: The goal of the L* algorithm, is to learn the language of M;, for every ¢ €
[1,k]. It is immediate that the membership queries are correct. Assume towards contradiction,
that we do not halt due to equivalence queries. Since M; is an NF A and in every equivalence
query we obtain a counterexample which is correct according to M;, L* terminates for M; when
A; is isomorphic to dfa (M;), the equivalent DFA to M;. Eventually, this happens for every
i € [1,k]. In this case, the equivalence query cannot yield a spurious counterexample, resulting

in termination. [ |

6.2 Weakest Assumption for MNFH3

We introduce a weakest assumption in the context of multi-properties with a quantification
condition V3. Intuitively, a weakest assumption is the most general language that can serve
as an over-approximation. We prove that the weakest assumption is regular, and show how
to incorporate it in a learning-based multi-property model-checking algorithm based on (PR 4).
We denote MNFH with a quantification condition of the form Viz3%y by MNFHy3. The weakest

assumption is the goal of the learning Algorithm 6.2 below.

Definition 6.2.1. Let M = (M, M3) be an MNFA and let P be an MNFHyg. The weakest

assumption for P w.r.t. Ms is as follows.

WM = U L(A)
A s.t. (AMa)EP
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That is, WM2P is the union of all languages that along with Ms satisfy P.

Lemma 6.2.2. Let A and Mo be NFA, and P be an MNFHy,3. Then L(A) C WM2F jff
(A, Ms) EP.

Proof. If (A, M) = P then the claim holds by the definition of WM2¥F,

For the other direction, if £(A) € WM2F then for every w € L£(A) there exists an NFA
Ay, with L(Ay) = {w} s.t. (Ay, Ma) | P. Therefore, for every w € L(A), there exists a
word w' € L(Mz) s.t. P accepts {wy,wy}, and so by the semantics of MNFH, we have that
(A,Ma) = P. [ ]

We note that a similar approach to Lemma 6.2.2 cannot work for general quantification con-
ditions, since their satisfying assignments are generally not closed under union (See Appendix B).

6.2.1 Regularity of the Weakest Assumption

To justify using W™= as the objective of a learning algorithm, we show that W2 is regular.

Definition 6.2.3. Given two NFAs A; = (Q;, %, Q}, 6;, F;) for i € {1,2}, the product automa-
ton of Aj and Az is A; x Az = (Q1 X Q2, X1 X X2, Q4 x Q3, 0%, F1 x Fy) where 6« ((¢,q'), (0,0")) =
(61 (Q7 0)7 52((]/7 U/))'

Lemma 6.2.4. Let w,w’ € X*. Then, w = (wy,ws) € L(A] x A3) iff w1 € L(A1) and
wo € E(.AQ)

Proof. By induction on the length of (wy,ws). |

Definition 6.2.5. Let X be a set of variables, ¥ be an alphabet and A = (Q, i, Qo,9, F') be an
NFA. Denote A" = (Q, X, Qo, ', F), where for every g € Q and o € X, the transition function is

defined as follows.

5/((17 o) = U d(q, {(‘7,1)2717 R (Ullc)rk})

{(Ull)ﬂil 7"-7(02)116}627 (U;)Ei:o'

The projection of A to index v; € X, denoted A |,,, is an NFA for the language L£(A’)/{#}*.}

Lemma 6.2.6. w € L(A l;,) iff there exist words wy,...,wy € ¥* such that w; = w and
(wi,...,wg) € L(A).

Proof. By definition. [ ]

Given a regular language L C ¥*, A is an automaton that accepts L. Additionally, given
NFAs A, B, the automaton ANB is an NFA such that L(A N B) = L(A)NL(B) (such automaton

exists since regular languages are closed for intersection).

!The right quotient L1/L> is defined as the language {z € ¥* | 3y € L2 s.t. xy € L1}. Such NFA exists since

regular languages are closed under right quotient.
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Lemma 6.2.7. Let P be an MNFH with a quantification condition o = ¥'3? and Ml = (M1, M3)
be a multi-model. Denote by MY, the NFA for L(Ms) - {#}*. Then for every w € ¥* it holds
that:

w e WMF iff w e L((nfa (P) N (Asg.(py x M5)) Lay)

Proof.
w € L((nfa (P) N (Asge.pg3+ X M3)) lay) <= ( Lemma 6.2.6)
' € 7 : (w,w') € L((nfa (P) N (Asgr.ppy+ X M3))) <= (intersection)
' € X7 : (w,w') € L(nfa(P)) A (w,w) € L(As-.pg)+ X My) <= (Lemma 6.2.4)
Juw' € ¥ (w,w') € L(nfa(P)) Aw € T - {#}* Aw' € LMy) =
Juw' € % (w,w") € L(nfa (P)) Aw € Z* Aw' € L(My) =
Juw' € LIMy) : (w,w’) € L(nfa (P)) <= (Definition 5.1.1)
Juw' € L(Mz) : (w,w') EP <= (Lemma 6.2.2)
{w} € wM=F — w e WMF

That is, we can derive WM2P by taking the lefthand-side projection of the parallel run of
nfa (P) with a multi-language consisting of an NFA that accepts all words in ¥*, and My (while
ignoring the # symbols). Intuitively, this projection includes all the words which can be matched

with a word in My in a way that is accepted by nfa (). We can therefore deduce the following.

Corollary 6.1. WM2F s regular.

6.3 Learning Assumptions for Vi

Let P be an MNFHy5 and let M = (M, M3) be an MNFA. We now introduce our L5 learning-
based algorithm for model-checking M = P. As we have mentioned in Section 6.2, the learning
goal in our Ly algorithm is WM2P a5 it is an over-approximation of M;. However, notice that
every A such that £(M;) C L(A) € WM2F suffices. L5 then runs L* while using every DFA
A that is produced by the learner during the run as a candidate for an over-approximation of
M;.

We now describe our implementation for answering the membership and equivalence queries.

Membership Queries.

When the learner submits a membership query “w €7 £(A)”, we model-check (A,,, Ms) |= P,
where A, is a DFA whose language is {w}. If the check passes, then there exists a word
w' € L(My) such that (w,w’) = P. Therefore, we return true. Otherwise, (w,w’) £ P for

every w' € L£L(Ms), and thus we do not include w in £(A), and return false.

Equivalence Queries.

We first check that A is a potential over-approximation, by checking if M; = A. If not, then
we return a counterexample w € £(Mj) \ L(A). Otherwise, we model-check (A, My) = P. If
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the model-checking passed, then we can conclude M |= P. Otherwise, a counterexample w is
returned for a word in £(M1) that has no matching word in £(M3). We now need to check if
w is spurious. If w ¢ £(M;), then we return w as a counterexample to the learner. Otherwise,
we can conclude that M F P.

Algorithm 6.2 L35
Input: An MNFHy3 P, an MNFA M = (M, Ms).
Output: M | P?
INITIALIZE(T)
while true do
T = SsTEADY(T)
Construct Ay from T
(cex,pass) = EQuiv(Ar, M, P)
if cex then ADDCEX(T), cex)
else
if pass then
return (M, M) =P
else
return (M, My) P
end if
13:  end if
14: end while

_ = =
Y o2

Since L* is guaranteed to terminate when learning a regular language, Ly is guaranteed to
terminate. In both cases, when M = P or M [£ P, the correctness of Equation PR 4 and the
properties of WM2F guarantee that the algorithm terminates with a correct answer, at most after

learning WM2¥ (and may terminate earlier if it finds a smaller appropriate over-approximation).

Lemma 6.3.1. Algorithm 6.2 terminates with the correct result.

Proof. In this algorithm, we aim to learn a DFA A such that £(M;) C L£(A) € WM2F_ For
a membership query on a word w, we add w to A iff (A,, M) = P, which according to
Lemma 6.2.2 holds iff w € WM2F For an equivalence query, we check that M; = A and
additionally, that (A, M2) = P. By Lemma 6.2.2, this means that A C WM2P Thus, this
query is also correct.

Correctness: The algorithm outputs that M |= P when the equivalence query passes. This
happens if £L(M;) € WM2P which implies that M |= P. The algorithm outputs M P, when
the model checking algorithm on (A, Mj) = P, returns a non-spurious counterexample. This is
a word w € L£(My), for which there exists no word w’ € My, with which (w,w’) = P. Thus, by
the semantics of MNFH, this means that M = P.

Termination: Since the weakest assumption is regular, the learning algorithm terminates,
at the latest, when reaching a minimal DFA for W2 In this iteration, termination is guar-
anteed. |

There are several advantages to using Algorithm 6.2 over Algorithm 6.1. First, WM2¥
may be smaller than M; which leads to quicker convergence, and the algorithm may halt

before reaching W™M2¥ by finding an even smaller over-approximation. Second, there is no
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need to complement M for the equivalence query, since we only check if M is contained in
the candidate submitted by the learner (which is a DFA and can be easily complemented).
Finally, in contrast to the previous algorithm, which cannot obtain counterexamples from the
model-checking, by a similar reason mentioned Note 3.3.6, we can now use the more targeted
counterexamples. These counterexamples are provided by the model-checking procedure, and
they take into account the checked property. As such, the counterexamples are guaranteed to
remove refuting parts from the abstractions. This, in turn, leads to faster convergence.

While we have defined the weakest assumption and Algorithm 6.2 for a quantification con-
dition of the type V3, both can be easily extended to handle a sequence of 3 quantifiers rather

than a single one.
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Chapter 7

Reducing the Alphabet Size

Often, different properties are checked on the same multi-model. This may cause the model to
contain irrelevant information, which does not affect the satisfaction or refutation of a property.

In order to improve the approximation construction algorithms, we suggest a way to decrease
the alphabet size. This may lead to smaller approximation in both abstraction-refinement based
algorithm and automata-learning based algorithm.

The method described in the following sections may decrease the approximations in the
following manner. In the abstraction-refinement based algorithm, several (previously disjoint)
states may possibly be merged into one. Similarly, in the automata-learning based algorithm,
when the alphabet of an automaton is decreased, we eliminate many transitions in the NFA,
and consequently in the learned DFA.

In this chapter, we assume, without loss of generality, that each model is quantified exactly

once, and that the quantification is in the same order as the models, as explained in Note 3.2.3.

7.1 Decreasing the Alphabet for MultiLTL

Let P be a MultiLTLyng formula over AP and M be a multi-model over AP’

Definition 7.1.1. Let A; C AP be the set of atomic propositions, which appears in P, regarding
the trace variable m;. The restricted model of M w.r.t. a trace variable m; in P is M|, p =
(8,1, R, L}, p), where L. p(s) = L(s) N A;, for every s € S.

We now show that replacing the model M; with M;|, p in the multi-model M does not

affect the satisfaction of the formula P.

Lemma 7.1.2. Let M, be the multi-model obtained from M by replacing M; with M|, p.
Then, M = P iff M|, = P.

Proof. Let T = L(M) and T; = L£L(MJ,,p). Given trace assignment II, denote by II]; the
assignment that satisfies I1];(m;) = II(m;)1 N A; and is the same as II for every other trace
variable. We show by induction on the structure of P, that for every assignment II, it holds that
IT =p P iff I (i) =, P.

Base: For a., when 7 # m;, it is immediate, since II(w) = II];(7). For a,, it holds that
a € A;, which means that Il =t a,, iff IL|; =1, ar,.
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Step: For the operators =, A, V, X, U and R, the claim holds by their definitions. Additionally,
the claim holds for quantifiers which do not refer to the i*® model. Therefore, it is enough to

show only for 3 and V! quantifiers.

o I |=r Jimp(my,...,m) iff there exists a trace 7 € L£(M;) such that H[r; — 7] Fr
@(m1,...,m). This holds iff there exists a trace 7" € L(M;l,,.p), which is the restriction
of 7 to A;, such that IT};[m; — 7'] =1, ¢(m1,...,m). By the semantics of MultiLTL, this
holds iff I1|; =, 3.1, ..., ).

o 1T = Vimip(m,...,m) iff for every trace 7 € L£(M;), it holds that I[m; — 7] =7
73.¢(m1, ..., 7). This holds iff for every trace 7/ € L(M;l,,.p), it holds that II|;[m; —
] =1, o(71, ..., m). By the semantics of MultiLTL, this is iff I1}; =1, Vim.o(m1, . .., ™).

By applying Lemma 7.1.2 to every model M; in the multi-model M, we can decrease the

size of the AP over which every model is defined, reducing the size of the approximations.

7.2 Decreasing the alphabet for MNFH

Let P be an MNFH, where the alphabet of P|,. is ¥;, and let M be a MNFA.

Definition 7.2.1. The restricted model of M w.r.t. a trace variable z; in P is M|, p =
(3, Q, Qo, 04;, F), where for every ¢, ¢’ € Q and o € ¥, it holds that (¢, 0,q") € 4], iff (¢,0,¢) €
0.

We now show that replacing M; with M;|, p in the multi-model M does not change the
satisfaction of the MNFH.

Lemma 7.2.2. Assume that M, is ezistentially quantified in ov. Let M|; denote the multi-model
obtained from M by replacing M; with M;l, p. Then, M =P iff M|, |= P.

Proof. Let v be a trace assignment. We show by induction on the number of quantifiers in «,
that M |, (o, P) iff M, =, (o, P).

Base: When there are no quantifiers, then since the alphabet that refers to z; is X;, the
claim holds.

Step: Since all other models are the same in M and MJ,, it is enough to consider only the
case for which a = Jiz;.o/.

M =, (Fz;.of,P) iff there exists a trace 7 € £L(M;) such that M Folz;—r) (@, P). Since the
alphabet that refers to M; in P is ¥;, it holds that 7 € Xf. The latter iff M|, =[5, - (o, P).
By the semantics of MNFH, this holds iff M, |=, (F'x;.o/,P). [ |

By applying Lemma 7.2.2 for all the existentially quantified models in M, we can decrease
the alphabet size of those NFAs. This allows the observation table in the L* algorithm to be

much smaller.

Note 7.2.3. For a universally quantified model M;, if there is a word w € £L(M;) \ £;*, then
when v(z;) = w, the MNFH P cannot be satisfied, since there cannot be an accepting run for w
in P. Thus, in this case, it is immediate that M [~ P.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

We have introduced multi-models and multi-properties — useful notions that generalize hyper-
properties to handle multiple systems. We have formalized these notions for both finite-trace
(terminating) and infinite-trace (reactive) systems, and presented compositional proof rules for
model-checking multi-properties.

For infinite-trace systems, we have introduced MultiLTL, a generalization of HyperLTL, and
have applied our proof rules in abstraction-refinement and CEGAR based algorithms. For finite-
trace systems, we have introduced multi-NFH, which offer an automata-based specification for-
malism for regular multi-properties. Here, we have applied our proof rules in automata-learning
algorithms. The algorithms for both approaches accelerate model-checking by computing small
abstractions, that allow avoiding performing model-checking on the full multi-model.

We further enhanced these algorithms for the V*3* fragments of multi-properties, by consid-
ering information from the multi-property itself. Thus, we eliminate spurious runs that obstruct

the construction of the needed approximations, allowing faster convergence of the algorithm.

8.2 Future Work

Regarding Counterexamples. Counterexamples obtained by performing model-checking for
multi-properties, are extractable only for the first k£ outermost V-quantifiers of the multi-property.
This is due to the fact, that counterexamples for existential quantifiers are hard to define and
obtain. This is also the case in the branching temporal logic CTL. Some works [20, 48, 21, 50]
try to define a new notion of counterexamples for CTL or its fragments. Exploring similar ideas
in the context of multi-properties might be the key for expanding the CEGAR framework to the
full logic of MultiLTL.

Regarding Weakest Assumptions. Weakest assumptions, as described in Section 6.2, cannot
be directly extended to other quantification conditions (See Appendix B). Exploring and defining
new notions of weakest assumptions for other quantification conditions allows to extend the
learning based algorithm for every multi-property described as an MNFH. Since hyperproperties

and multi-properties are not closed under regular operations, finding the golden mean for this
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definition, which is both regular and sound, may pose a challenge.
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Appendix A

Some Additional Proof Rules

This appendix lists additional proof rules that were developed and investigated as part of the
initial work on this dissertation. Those rules were the inspiration for the proof rules (PR),
(PR), (PR4) and (PR4). When trying to extend those rules for more complex quantification

conditions, the one-model semantics of HyperLTL was not enough.

A.1 Proof Rules for Hyperproperties
At first we explored the ideas of over- and under-approximation in the context of HyperLTL.

Definition A.1.1. F*HyperLTL is the fragment of HyperLTL which contains all of the HyperLTL
formulae with only existential quantifiers.
V*HyperLTL is the fragment of HyperLTL which contains all of the HyperLTL formulae with

only universal quantifiers.

The following are sound and complete proof rules for the aforementioned fragments:

P € F*HyperLTL AEP AEM
METP (A.1)

P € V*HyperLTL AEP MEA
MEP (A.2)

Lemma A.1.2. (A.1),(A.2) are both sound and complete.

Proof. Let P be F*HyperLTL formula with n quantifiers and M be a Kripke structure, both over
the set AP.
Completeness: If M = P, by choosing A = M we obtain A P and A = M.
Soundness: Assume that A = M and A | P. Therefore, there exist traces my,...,m, €
L(A) such that (7,...,m,) = P. Since A |= M, it holds that m; € L(M) for every i € [1,n].
Thus, by the semantics of HyperLTL, M = P.

Let P be V*HyperLTL formula with n quantifiers and M be a Kripke structure, both over
the set AP.
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Completeness: If M = P, by choosing A = M we obtain A P and M = A.

Soundness: Assume that M = A and A = P. Therefore, for every traces mi,...,m, €
L(A), it holds that (my,...,m,) E P. Let m,...,m € L(M). Since M = A, it holds that
Ty ..., € L(A), meaning that (my,...,m,) = P. Thus, by the semantics of HyperLTL,
METP. [ |

Note that, the proof of completeness does not help in finding the over- or under-approximation.

The rule is complete under the assumption that such approximations exists.
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Appendix B

Discussing Weakest Assumptions

We consider different possibilities for definitions of weakest assumptions under different quan-

tification conditions.

B.1 Weakest Assumptions for MNFH3,

We denote MNFH with quantification condition of the form F12V2y by MNFHsy. Consider the

following definition:

Definition B.1.1. Let M be an MNFA and let P be an MNFHgy. The weakest assumption for

P w.r.t My is as follows.
wME = U L(A)
Ast. (M, A)=P

That is, WM2P is the union of all languages that along with M; satisfy P.

We show that soundness is violated for this definition. I.e. that £(A) C WMUPiff (M, A) =
P does not hold. Intuitively, this definition is not sound since different models might satisfy an
MNFHsy using a different witness for the existential quantifier.

The following example shows that there exist an MNFHgy and NFAs Mj,C such that
(M1, C) £ B, yet C = WM,

Ezample B.1.2. Consider the regular languages L1, Lo, L3 and Lp over ¥ = {a, b}.
Ly = {avaa} Ly = {b} L = {bb} Lp= {(avb)}*

Let M1, M5 and M3 be NFAs for the languages L1, L and Ls respectively. Let P be a MNFHy3
such that L(nfa (P)) = Lp.
Notice that:

o (My, Ms) E P, since there exists w = a € Ly such that for every word w’ € Ly, it holds
that (w,w') = P.

o (M1, M3) &= P, since there exists w = aa € L; such that for every word w' € Lo,

(w,w"y = P.
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Thus, according to the definition of WM1P both Ly € WMt and Lz € WM. Let C be an
NFA such that £(C) = Lo U L3. Note that it holds that (M1,C) £ P — since both (a, bb) = P
and (aa,b) F~ P. Additionally, no other words can be in the WMF by the definitions of PP and
L.

One might wonder whether changing the definition of the weakest assumption to be WM F —

N L(A) works. However, by consider the same models in Example B.1.2, we get
As.t. (M, A)=P

that WM = (). Yet, we have seen that there exist an NFA A such that (M, A) = P, and its
language is not empty.

Another possibility is to fix Mo, and try to define a weakest assumption as an under-
approximation of M. This results in a search for a witness word w € £L(M) for the satisfaction

of P, which is equivalent to performing model-checking on (M1, Ms) = P.

B.2 Weakest Assumption for MNFHg-

We denote MNFH with quantification condition of the form Viz1Q3zs ... Q"z, by MNFHyg-.
We prove in a similar manner to Section 6.2, that by fixing all models except of the first, sound-
ness still holds and that the weakest assumption is regular. Thus, we can extend Algorithm 6.2

for MNFHyg-+, by considering an approximation of the first model only.

Definition B.2.1. Let M = (M;,..., M,) be an MNFA and let P be an MNFHyg-. The

weakest assumption for P w.r.t. M_; is as follows.

w-rE = U L(A)
A st (AMa,...Mp)EP

That is, WM-1F is the union of all languages that along with Mo, ..., M,, satisfy P.

Lemma B.2.2. Let A be an NFA, M be multi-NFA, and P be an MNFHyg« with quantification
condition o = Vir1Q3zs ... Q. Then L(A) C WM-tF i (A Mo, ..., M,) = P.

Proof. If (A, Ma, ..., M,) = P then the claim holds by the definition of W™M-1:F,

For the other direction, denote o/ = Q3x5...Q"x,, and P’ be as P with the quantification
condition o/ and v : X — 2* be a trace assignment.

Assume that £(A) € WM-1F and let w € L£(A). It holds that (Mo, ..., M,) =, P’ since
there exists an automaton B such that (B, Mg, ..., M,) E, P/ and w € L(B). Since this holds
for every w € L(A), by the semantics of MNFH, (A, Ms,...,M,) &=, P. [ |

B.2.1 Regularity of the Weakest Assumption

The following lemma is a generalization of Lemma 6.2.4.
Lemma B.2.3. w = (wy,...,w,) € L(A; X Ay X --- X Ay, iff w; € L(A;) for every i € [1,n].
Proof. By induction on the number of productions. |
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Lemma B.2.4. Let P be an MNFHyg- and M = (My,..., My) be a multi-model. Denote by
M the automaton for the language L(M;) - {#}*. Then for every w € ¥* it holds that

w e WHE iff w e £((nfa (B) N (Ase.gpe X My x -+ x M) L)

Proof. Denote B = (Asy«.fy)« X My x --- x M) and @' = (wy, ..., wp).

w € L((nfa(P)NB) |4,) <= ( Lemma 6.2.6)
' € (T (w, @) € L((nfa (P) N B)) <= (intersection)
' € ()" (w, @) € Lnfa (P)) A (w,w') € L(B) <= (Lemma B.2.3)
Jw' € ()" (w,w) € L(nfa (P))A

we X* /\wieﬁ(/\/li)foriepn] =
Jw; € L(M;) for i € [2,n] : (w,@") € L(nfa (P <= (Definition 5.1.1)
Jw; € L(M;) for i € [2,n] : (w,wa,...,wy,) ): P <= (Lemma B.2.2)
{w} c WM F — we WMaF

We can therefore deduce that WM-1"F is regular, meaning that we can use an algorithm

similar to Algorithm 6.2 for model-checking general MNFH, by fixing all models except one.
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