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Abstract. This paper presents a scalable method for parallel symbolic on-the-
fly model checking on a distributed-memory environment of workstations. Our
method combines a parallel version of an on-the-fly model checker for safety
properties with a scalable scheme for reachability analysis. The extra load of
storage required for counter example generation is evenly distributed among the
processes by our memory balancing. For the sake of scalability, at no point during
computation the memory of a single process contains all the data from any of the
cycles. The counter example generation is thus performed through collaboration
of the parallel processes. We develop a method for the counter example genera-
tion keeping a low peak memory requirement during the backward step and the
computation of the inverse transition relation.
We implemented our method on a standard, loosely-connected environment of
workstations, using a high-performance SMV-based model checker. Our initial
performance evaluation using several large circuits shows that our method can
check models that are too large to fit in the memory of a single node. Our on-the-
fly approach may find counter examples even when the model is too large to fit in
the memory of the parallel system.



1 Introduction

A model checking algorithm gets a system model and a specification written as a tem-
poral logic formula. It returns ‘true’ if the model satisfies the formula and returns ‘false’
otherwise. In the latter case it also provides a counter example to demonstrate why the
model does not satisfy the formula. The counter example feature is extremely important
in the debugging process of the system.

Model checking tools have been successful in finding subtle errors in complex de-
signs. Their main drawback, however, is their high space requirements that limits their
applicability to large designs. Many approaches to reducing the space requirements
have been investigated. One of the most successful approaches is symbolic model check-
ing [6] in which the model as well as intermediate results are represented using Binary
Decision Diagrams (BDDs) [4].

A different approach is on-the-fly model checking that develops parts of the model
as needed for checking the formula. Usually, the check is guided by an automaton that
monitors the behavior of the system in order to detect erroneous behaviors. On-the-fly
algorithms [10, 17, 3] are usually based on a depth first search (DFS) traversal of the
state space and therefore do not combine well with BDD-based methods. The method
in [2], on the other hand, reduces model checking to reachability analysis and is there-
fore successfully implemented with BDDs. Furthermore, their monitoring automaton is
linear in the size of the formula whereas other methods use exponential size automata.
The method can handle a large class of safety properties, including RCTL (see appendix
A for a detailed description).

In [7, 16, 15, 18, 11], other approaches to reducing the space requirements were in-
troduced. These studies suggest to partition the work into several tasks: [18] shows how
to parallelize an explicit-state model checker that does not use symbolic methods; [7,
16, 15] use a single computer that handles one task at a time, while the other tasks are
kept in an external memory. [11] suggests a distributed, symbolic algorithm for reach-
ability analysis that works on a network of processes with distributed memory. The
algorithm in [11] achieved an average memory scale-up of 55 on 130 processes. Thus,
it made it possible to handle designs that could not fit in a single machine.

In this work we combine the approaches of [2] and [11], obtaining a distributed,
symbolic, on-the-fly model checking that can handle very large designs. We also pro-
vide a counter example that is computed on the distributed state space by several pro-
cesses, without ever holding the whole set of states in one process.

Producing the counter example requires additional storage of sets of states during
reachability, one set for each cycle. In order to balance this extra storage across the
processes we apply a slicing function which may vary from one cycle to another. This
turns the efficient distributed production of a counter example to be somewhat tricky:
we need to track the cycles backwards while switching different slices and keeping the
peak temporal space at a low level.

We implemented our method within the high-performance verification tool Rule-
Base [1] of IBM, Haifa. Our initial performance results, measured on a distributed,
non-dedicated system of 32 standard workstations and using a slow network intercon-
nection, show that our method scales well. Large examples that could not fit into the
memory of a single machine terminate using the parallel system. The parallel system



appears to be balanced with respect to memory utilization, and the network resource
does not become a bottleneck.

In addition to the above, we show that our method is more effective when applied
to on-the-fly model checking including counterexample generation than when applied
to reachability analysis. There are two main reasons for this phenomenon. First, note
that counter example generation generally requires saving sets of states which consume
more space. Effective splitting and balancing the extra space across the distributed sys-
tem enhances scalability. Second, the parallel system, even when failing to complete
reachability to the fix-point, is commonly able to proceed reachability for several steps
beyond the point reached by a single machine. This improves the chances for our on-
the-fly model checking to find an error state during those steps.

The rest of the paper is organized as follows. Section 2 describes the sequential
on-the-fly algorithm for checking RCTL safety properties. Section 3 presents our dis-
tributed on-the-fly model checking scheme. Section 4 provides our initial performance
evaluation. Finally, we give our conclusions in Section 5.

2 The sequential on-the-fly algorithm

In this section we describe the main characteristics of the sequential on-the-fly model
checking algorithm presented in [2]. This algorithm is the basis for our distributed al-
gorithm.

Given a system model � and an RCTL formula �, an automaton (satellite) � is
constructed and combined with� .� monitors the behavior of� . If it detects an erro-
neous behavior it enters a special error state and stays there forever. Thus,� satisfies �
iff the combination of� and�,���, does not reach an error state. In order to check
that � satisfies � we therefore run a reachability analysis on � � � that constantly
checks whether an error state has been encountered. The algorithm traverses the (com-
bined) model using breadth first search (BFS). Starting from the set of initial states, at
each iteration it constructs a doughnut, which is the set of newly found states that have
not been found in previous iterations. The doughnuts are kept for later use in the gener-
ation of the counter example. Having to keep the doughnuts, the space requirements of
this algorithm exceed those of (pure) reachability analysis.

The model checking phase terminates successfully if all reachable states have been
traversed and no error state has been found. If at any stage an error state is found, the
model checking phase stops and the generation of counter example starts.

The counter example is a sequence of states leading from an initial state to an error
state. It is generated starting from an error state and going backwards, following the
doughnuts produced and stored by the model checking algorithm.

Figure 1 presents the sequential algorithm for on-the-fly model checking, includ-
ing counter example generation. This algorithm for constracting the counterexample is
based on the one in [8]. Lines 1–9 describe the model checking phase. At each iteration
�, the set of new states that have not been reached before is kept in doughnut � �.

The algorithm terminates either if no new states are found (��� � �), in which case
it announces success, or if an error state is found (��� � ����� �� �), in which case
it announces failure.



In lines 16–22 the counter example Ce�� � � � Ce� is generated. The counter example
is of length � � � (line 14) since an error state was first found in the �-th iteration. We
choose Ce� � �� to be one of the reached error states. Having already chosen a state
Ce� � ��, we compute the set of bad states by finding the set of predecessors for Ce �,
pred(Ce�), and intersecting it with the doughnut � ��� (line 19). Since each state in ��

is a successor of some state in ����, the set bad will not be empty. We now choose
Ce��� from bad.

The generation of the counter example is completed when Ce � is chosen.

1 reachable = new = initialStates;
2 i = 0;
3 while ((new �� �)&&(new � error = �)) �
4 �� = new;
5 i = i+1;
6 next = nextStateImage(new);
7 new = next � reachable;
8 reachable = reachable � next;
9 �
10 if (new � �) �
11 print ‘‘formula is true in the model’’;
12 return;
13 �
14 k = i;
15 print ‘‘formula is false in the model, failed at cycle k’’;
16 bad = new � error;
17 while (i>=0) �
18 Ce� = choose one state from bad;
19 if (i>0) bad=pred(state)�����;
20 i = i-1;
21 �
22 print ‘‘counter examples is:’’ Ce� � � �Ce�;

Fig. 1. Sequential algorithm for on-the-fly model checking, including counter examples
generation

3 The distributed algorithm

The distributed algorithm for on-the-fly model checking also consists of two phases:
the model checking phase and the phase in which the counter example is generated.

3.1 Distributed model checking

The distributed algorithm is composed of an initial sequential stage, and a parallel stage.
In the sequential stage, the reachable states are computed on a single process as long



as memory requirements are below a certain threshold. When the threshold is reached,
the state space is partitioned into � slices (the algorithm for slicing is described in [11])
and � processes are initialized. Each process is informed of the slice it owns, and of
the slices owned by each of the other processes (which are non-owned by this process).
The process receives its own slice and proceeds to compute the reachable states for that
slice in iterative BFS steps.

During a single step each process computes the set next of states that are directly
reached from the states in its new set. The next set contains owned as well as non-
owned states. Each process splits its next set according to the � slices and sends the
non-owned states to their corresponding owners. At the same time, it receives set of
states it owns from other processes.

The model checking phase for one process � � is given in lines 1-13 of Figure 3.2.
Lines 1-3 describe the setup stage: the process receives the slice it owns, and the initial
sets of states it needs to compute from. Lines 5-17 describe the iterative computation.

A distributed termination detection (line 5) is used in order to determine when this
phase should end. All processes should end this phase if one of two conditions hold:
Either none of the processes found a new state or one of them found an error state. In
the first case the specification has been proven correct and the algorithm terminates. If
the second case the specification is false and all processes proceed to the next phase in
which a counter example will be generated.

The distributed model checking is different from the sequential one in the following
points:

– The set next is modified (lines 9-10) as the result of communication with the other
processes, and stricted to include only owned states.

– Distributed termination detection is used.
– Each process �� stores, for each doughnut �, the slice of the doughnut� ����� it owns.

One of the most important factors in making our distributed algorithm effective is
memory balancing which keeps approximately equal memory requirement across the
processes during the entire computation. Balance is maintained during the whole com-
putation by pairing large slices with small ones and re-slicing their union in a balanced
way.

It should be noted that as a result of memory balancing, a process owns (and stores)
a different slice of the doughnuts in different iterations. This, however, does not effect
the correctness of our distributed generation of the counter example. To guarantee that
the distributed algorithm always finds a (correct) counter example, all we need is the
following property, which is true by the construction:

�� �
�

�

������� (1)

where �� is the doughnut computed by the sequential algorithm at iteration �.

3.2 Distributed counter example generation

In this section we present an algorithm which generates a counter example. The algo-
rithm uses the doughnut slices that are stored in the memory of the processes.



The algorithm consists of local phases and coordination phases. In the local phase
all processes run in parallel. Each process executes the sequential algorithm for counter
example generation until it cannot proceed any more. A process may get stuck after
producing a suffix Ce� . . .Ce� of the counter example if it cannot find a predecessor for
Ce� in its own slice of the (i-1)-th doughnut.

However, by property (1) and by the fact that each element in � � has a predecessor
in ����, we know that there must be a process that has a predecessor for Ce � in its slice
of the (i-1)-th doughnut.

We would like to re-initiate the local phase in all processes from the largest suffix
produced so far. In the coordination phase, a process which produced a largest suffix is
selected. If this suffix is complete, i.e., it contains all of Ce� . . .Ce�, then the process
prints its counter example and all processes terminate. Otherwise, the process broad-
casts its suffix together with its iteration number to all other processes. Each process
updates its data accordingly and re-initiates the local phase from that point.

Lines 18-35 of Figure 3.2 describe the algorithm. Lines 22-26 contain the local
phase while lines 27-35 contain the coordination phase. The algorithm uses the follow-
ing variables. myId is the index of the process (myId=	 for process � � ). The coordina-
tion phase, starts by choosing the smallest iteration number minIte and then, among
the processes with that number, the smallest index minProc of such a process.

3.3 Reducing peak in memory requirement

The generation of the counter example involves the computation of the sets bad =
pred(Ce)�������, in which the doughnut slice ������ is intersected with the set of pre-
decessors of the state Ce (lines 24, 35). The BDDs for Ce and bad are usually small.
However, a very large peak in memory requirement may occur by intermediate BDDs
obtained during the computation of bad. In particular, the BDD for pred might be ex-
tremely big. This phenomenon can be viewed for instance in example GXI (Figure 7),
where a significant increase in the memory use occurs once the computation of the
counter example starts.

Examining more closely the computation of bad we notice that by changing the
order of operations we can obtain smaller intermediate BDDs, thus reduce the memory
peak. This can be done by first restricting the transition relation of our model to the
doughnut slice ������ and only then using it to compute pred(Ce). Since our imple-
mentation is based on partitioned transition relation [5], we actually restrict each one of
the partitions to the doughnut slice.

To make this precise, we define the operations we perform by means of boolean
functions (represented as BDDs). Assume that our model consists of a set of boolean
variables 
 . The boolean function ���
� 
 �� represents the transition relation of the
model, where 
 and 
 � represent the current and next state, respectively.

Let Ce�
 � be the boolean function for the singleton set consisting of the state Ce,
and �������
 � be the boolean function for the slice ������. Then the computation of bad
can be described by:

�
 � � ���
� 
 �� � 
��
 �� � � �������
 � (2)



1 mySlice = receive(fromSingle);
2 reachable = receive(fromSingle);
3 new = receive(fromSingle);
4 i = 0;
5 while (Termination(new,error)==0) �
6 S����� = new;
7 i = i+1;
8 next = nextStateImage(new);
9 next = sendRecieveAll(next);
10 next = next � mySlice;
11 new = next � reachable;
12 reachable = reachable � next;
13 �
14 if (new � �) �
15 print ‘‘formula is true in the model’’;
16 return;
17 �
18 k = i;
19 print ‘‘formula is false in the model, failed at cycle k’’;
20 bad = new � error;
21 while (i>=0) �
22 while ((i>=0) &&(bad �� �)) �
23 Ce� = choose one state from bad;
24 if (i>0) bad=pred(Ce�)� S�������;
25 i = i-1;
26 �
27 (minIte,minProc)=chooseMinIteFromAll(i,myId);
28 i = minIte;
29 if (i<0) �
30 if (myId == minProc)
31 print ‘‘counter examples is:’’ Ce� � � �Ce�;
32 return;
33 �
34 Ce��� � � �Ce�=broadcast(minProc,Ce��� � � �Ce�);
35 bad=pred(Ce���)� S�����;

�
Process �� in the distributed algorithm for on-the-fly model checking,
including the generation of a counter example.



Our transition relation is partitioned, which means that it consists of partitions���
� 

��

so that ���
� 
 �� �
�

����
� 

��. Consequently, the previous expression can be

rewritten as:

�
 � �
�

�

���
� 

�� � 
��
 �� � � �������
 � (3)

Since �������
 � does not depend on 
 � it can be moved into the scope of the quantifier,
resulting in an equivalent expression:

�
 � �
�

�

�
���
� 


�� � �������
 �
�
� 
��
 �� � (4)

This expression describes the computation in which, first, each partition of the transition
relation is restricted to the doughnut slice ������, and then the predecessors of 
� are
computed.

This computation can be made more efficient by using the simplify-assuming tech-
nique [9]. Instead of intersecting each���
� 


�� with �������
 � we simplify���
� 

��

assuming �������
 � and intersect only the final result with �������
 �.
The improvement described above uses precise information in order to restrict the

partitions of the transition relation. This requires, however, to compute a different re-
striction (with respect to different slice) in each step of the counter example generation.

We next suggest a different restriction that can be computed only once for each pro-
cess. Process �� restricts ���
� 


�� to �� , where �� � 	������� is the union of all the
doughnut slices owned by �� . This restriction is expected to give a similar improvement
in space reduction.

We now prove that the computation of bad with the new restriction results in ex-
actly the same set of states. Since ������ 
 �� , the expression in (4) is equivalent to:

�
 � �
�

�

�
���
� 


�� � ���
 � � �������
 �
�
� 
��
 �� � (5)

This, in turn, is equivalent to:

�
 � �
�

�

� ���
� 

�� � ���
 � � � 
��
 �� � � �������
 � (6)

This final expression describes the computation in which each partition is restricted to
�� and then used in finding the predecessors of 
�.

Note that, ���
� 

�� � ���
 � can be computed only once at the beginning of the

counter example generation. Here again a better improvement may be obtained by sim-
plifying���
� 


�� assuming ���
 �.
We next suggest an orthogonal improvement that exploits the fact that we compute

the set of predecessors of a singleton (
��
 �� contains only one state 
�). We replace
the intersection of���
� 


�� and 
��
 �� by assigning
� to 
 � in��. The existential
quantifier is then redundant and can be removed. Applying these operation, equation (3)
can first be rewritten as

�
 � �
�

�

� ���
�
�� � � � �������
 � (7)



Removing the redundant quantification, we get
�

�

� ���
�
�� � � �������
 � (8)

To combine the two optimizations we can compute (3) as
�

�

�
���
�
�� � �������
 �

�
(9)

This expression describes the computation in which, first the state 
� is assigned to
each partition of the transition relation, the result is then restricted to the doughnut slice
������, and finally the intersection of all the partitions is computed.

4 Experimental results

In this section we report initial performance evaluation of our approach. We imple-
mented our On-The-Fly model checker and embedded it in an enhanced version of
McMillan’s SMV [14], developed at IBM Haifa Research Laboratory [1].

Our parallel testbed includes 32 RS6000 machines, each consisting of a 225MHz
PowerPC processor and 512MB memory. The communication between the nodes con-
sists of a 16Mbit/second token ring. The nodes are non-dedicated; i.e., they are mostly
workstations of employees who would often use them (and the network) at the same
time that we ran our experiments.

We experimented using two of the largest circuits we found in the benchmarks IS-
CAS89 +addendum’93. In order to test the counter examples generation we used com-
mon properties that are often tested when verifying hardware designs. We also used two
large examples (BIQ and GXI) which are components of IBM’s Gigahertz processor.
For these examples we used the original properties. We mapped properties to automata
using the IBM implementation as described in [2]. Characteristics of the circuits and
the automata are given in Figure 2.

4.1 Parallel On-The-Fly model checking – Space Reduction

We now present the results for On-The-Fly model checking of the benchmark suit using
our 32 machine testbed. Figures 3 to 8 summarize the memory usage, giving the store
size and peak usage for every step. Each of the graphs compares the memory usage in
the single-machine execution to that of the parallel system. For the parallel system we
give both average and highest (peak) memory utilization in any of the machines.

We give examples for four models and six properties. For two of the models, BIQ
and S1423, two properties are checked: one that overflows using a single machine, and
another one which completes the computation even when using only a single machine.

As can be seen in Figure 3, an overflow occurs at cycle 15 while searching for an
error state in BIQ using a single machine. The overflow occurs because counter example
generation (CE) requires saving the doughnuts which consume a lot of memory. In
contrast, the parallel algorithm does not overflow, and finds the error state in BIQ at
cycle 17, at which point counter example generation begins.



At the first counter example cycle we see a drop in the memory store size. This
drop is characteristic to all examples, and is caused by two factors. First, the transition
relation computations during a backward step are usually simpler than those performed
during a forward step and require less memory. The reason for that is the relative sim-
plicity of the relation consisting of a single origin (the last state in the CE found so far).
Second, the set of reachable states can be released since it is not needed for the counter
example generation.

The parallel algorithm finds an error state in cycle 14 of S1423 as can be seen in
Figure 5. In this case, finding the error state On-The-Fly is essential, since we were not
able to finish reachability on this example even using our parallel system.

Figure 7 demonstrates an incompleteness of our implementation which we did not
make it to repair by the submission deadline. In this example, a step backwards from
a single state using the original transition relation may result in a very large set which
includes a lot of unreachable states. Thus, the processes which are busy in generating
the counter example require a lot more memory than the others, resulting in a large
difference of the maximum and the average memory utilization. The method described
in Section 3.3 ensures that this will not happen by intersecting each partition of the
transition releatoin with the local doughnuts during the backward step.

4.2 Parallel On-The-Fly model checking – Timing and Communication

Figure 9 gives the timing breakdown for On-The-Fly model checking on our benchmark
suit. The parallel reachability stage takes most of the computation time. As shown in
[11], communication does not become a bottleneck at that stage.

5 Conclusions

Large clusters of computers are readily available nowadays. We believe that these envi-
ronments should be regarded as huge memory pools that can be harnessed for solving
joint goals. Our methods can be seen as a globalization of memory systems, using the
network as an intermediate level of the memory hierarchy. This intermediate level re-
sides between the main memory and the disk: on the one hand it is a lot faster than the
disk (the difference in latency and bandwidth is between three to five orders of magni-
tude); on the other hand, it is a lot slower than the main memory module (about three
orders of magnitude for very fast networks), so locality is still an important issue.

To the best of our knowledge this is the first study reporting on parallel on-the-fly
symbolic model checking. Our positive results clearly indicate that this is a promising
direction that deserves more attention.

It is important to note that our method was integrated into a high-performancemodel
checker, thus proving its industrial potential. This fact also shows that our paralleliza-
tion method is orthogonal in many respects to other important optimizations, and does
not hurt their applicability.
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A Regular Expressions in Symbolic Model-Checking

When specifying a formula in temporal-logic, one describes what should hold in the
model. Another way to specify a property, is to describe what should never hold in
the model, thus describing the set of BAD computations rather than the good compu-
tations. A nice way to describe a set of finite bad computations is by using Regular
Expressions(RE), in a special way, as described in the following. Let � be a finite set
of symbols (in our case: signal names of the model under test). The alphabet � over
which the regular expressions are expressed, is the set of all Boolean expressions over
� .

As an example, consider a model with two signals: ��� and ���, and consider a
property specifying that every ��� must be followed by an ��� in the next cycle. � in
this case consists of all 16 possible Boolean functions (����, �����, ���,����, �������
etc.). Describing the bad computations of this property, we say that sequences with ���
holding in one state and ��� not holding in the next state , are illegal.

Using Regular expressions we get the following:

�����
������������

In order to check a given model � against a RE specification �, one has to build the
corresponding automaton�� [12], and check that ��� � ��� � �.

Using SMV, we perform this check in the following way: First, we translate � �

into a corresponding non-deterministic finite state-machine � � in the input language of
SMV, with accepting states ��� ���� ��. We then model-check the CTL formula

� ��� �� �� � ��� � �� �� ���

against the model� � ��.
Note that the formula to check is of the form � �!�, where ! is a boolean formula,

and thus can be checked On-The-Fly [13, 2], saving a lot of time and space. Therefore
model-checking of Regular Expressions is more efficient in most cases than model-
checking of CTL formulas.

Regular Expressions as described above, have a different expressive power than
temporal logics. Beer at al in [2] discuss the relations between RE and CTL, and give
an algorithm to translate a subset of CTL formulas to Regular Expression specifications.
The subset of CTL which can be translated to RE is called �
��.



Circuit #vars max store size peak spec check gc
model sat size step size step time steps CE time

BIQ
����� � ��	�� ����	
� 	������	 � �
��
�����		
���	�����	 � ���		�
��	����
��� 	������	 � �
��
�����		
����

	
	�
���������	���	��	 � ���			
����� � ��	�� ����	
� 	������	 � �
��
�����		
���	�����	 � ���		�
��	����
��� 	������	 � �
��
�����		
����

	
	�
���������	���	��	 � ���			

SPEC 1 102 5 2,145,201 14 5,852,485 15 15,059 Ov(15) 1,816
SPEC 2 102 5 2,145,201 14 5,332,126 14 3,811 15 95 1,172

s1423
����� � ����
��
�
�� � ��������
��		
����� � ����
��
�
�� � ���
���
��		

SPEC 1 91 4 2,574,709 11 8,640,069 12 2,024 Ov(12) 366
SPEC 2 91 3 914,046 10 1,540,999 10 625 11 58 132

GXI
SPEC 1: �[*],PACKET-START0& ADDR-DATA(0..2)=slot,
true, RESP-DATA-IN(0..3)=0010B�
(ABF[2.. 32](PACKET-START0 & ADDR-DATA(0..2)=slot))
SPEC 1 292 6 3,880,164 43 8,141,305 44 16,222 Ov(44) 3,258

s5378
����� � ����������	� ��������������		before��������				
SPEC 1 188 4 3,914,409 5 9,663,200 6 4,440 Ov(6) 679

Fig. 2. #vars gives the number of variables in the model and the sat(ellite). All sizes
are given in BDD nodes, and all times in seconds. Let reachable be the set of nodes
already reached, new – the set of nodes reached but not yet developed, doughnuts –
the list of new in preceding steps. Then max store size is the maximal (over the steps)
of (reachable + new + doughnuts). The peak is the maximal size at any point during
a step. In order to mask the effect of garbage collection (gc) scheduling decisions, the
peak is measured after gc invocations. Spec check is the number of steps/time it takes
to find an error state, and the time it takes to generate a Counter Example (CE). Ov(�)
means memory overflow during step �. All measurements were done using an RS6000
machine, consisting of a 225MHz PowerPC processor with 512MB memory.
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Fig. 3. Memory utilization during On-The-Fly model checking of BIQ spec 1
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Fig. 4. Memory utilization during On-The-Fly model checking of BIQ, spec 2
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Fig. 5. Memory utilization during On-The-Fly model checking of s1423, spec1
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Fig. 6. Memory utilization during On-The-Fly model checking of s1423, spec2
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Fig. 7. Memory utilization during On-The-Fly model checking of GXI, spec 1
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Fig. 8. Memory utilization during model checking of s5378, spec 1



Circuit SPEC steps total Reachability Spec check gc
seq par eval CE

BIQ 1 17(15) 1,957 174 1,804 31 74 159
2 15 921 184 731 24 52 88

s1423 1 14(12) 16,032 13 15,911 35 117 1,950
2 11 521 116 337 10 102 52

GXI 1 45(44) 10,268 1,866 6,570 50 1,738 447
s5378 1 7(6) 12,873 384 11,509 69 105 903

Fig. 9. Timing data (seconds) for parallel execution on 32�512MB machines. Each of
the measures is the worst sample over all the machines. The steps count shows that
the parallel system always gets farther from where a single-machine overflows (given in
brackets). Total is the total time over all steps, including the sequential stage, parallel
reachability stage, counter example generation, and garbage collection (gc) time. Note
that the total time is the maxima over sums and not the sum over maxima. Seq(uential) is
the time it took to get to the threshold at which point the parallel stage started. Par(allel)
is the parallel reachability analysis time. Eval(uation) is the total time to evaluate at each
step whether one of the processes found an error state (Note that in the sequential
stage Eval is a single BDD operation, while in the parallel stage it also requires global
interaction over the network). CE is the time to generate the counter example.


